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Abstract

This thesis contains results in abstract group theory, permutation group theory, and combi-
natorics.

In Chapter 2, we study invariants regarding the generation of finite groups. Let G be a
finite group with all the Sylow subgroups d-generated, then the expected number of elements
of G which have to be drawn, at random, with replacement before a set of generators is found,
e(@), is bounded above by d 4 k, where k is an absolute constant that is explicitly described
in terms of the Riemann zeta function and best possible in this context. This result can be
extended to the case of finitely generated profinite groups. The above bound can be improved
under some additional assumptions on GG. Moreover, if G is a permutation group of degree
n, then either G = Sym(3) and e(G) = 2.9 or e¢(G) < [n/2] + k* and k* is best possible.

We prove that if G is a soluble group having, for every prime divisor p of the order of G,
a subgroup G, such that p does not divide |G : G,| and e(G,) < d, then ¢(G) < d+ 9. Gen-
eralizing the question to profinite groups, we prove that a finitely generated profinite group
G having the 2-Sylow subgroups finitely generated is positively finitely generated (PFG).
However, the following question is still open: Is it true that if a finitely generated profinite
group G contains a PFG closed subgroup with odd index, then G is PFG?

We compare the expected number of elements of the symmetric group of degree n which
have to be drawn at random, with replacement, before a set of generators of a transitive
subgroup is found and those of the alternating group.

We estimate m(G), that is the largest size of a minimal generating set of a finite group
G, in terms of a function of the minimal number of generators of the Sylow subgroups of G.

The Tarski irredundant basis theorem implies that for every k with d(G) < k < m(G)
there exist a minimal generating set w of size k, an element ¢ in w and z,y in G such that

w* = (w—{g}) U{x,y} is again a minimal generating set of G. In this case, we say that

w* is an immediate descendant of w. There are several examples of minimal generating sets
of cardinality smaller than m(G) which have no immediate descendant, so it appears an
interesting problem to investigate under which conditions an immediate descendant exists.

We discuss this problem for finite soluble groups.

In Chapter 3 we focus on the theory of permutation groups. We prove that the base size
of a finite non large-base primitive permutation group of degree n is bounded above by the
maximum between 7 and [logn]| 4+ 1. Further, we show that there are infinitely many non-
large base primitive groups for which the base size is bigger than logn + 1, so our bound is
optimal.

We present a polynomial estimation of the number of maximal systems of imprimitivity
of a transitive permutation group of degree n given in terms of n. When the group is soluble
a much stronger result holds.

Finally, we classify the subgroups H of G such that the overgroup lattice of H in G, is
Boolean of rank at least 3 when G is a finite alternating or symmetric group. Besides some
sporadic examples and some twisted versions, there are two different types of such lattices.
One type arises by taking stabilizers of chains of regular partitions, and the other by taking
stabilizers of chains of regular product structures. As an application, in these cases, we prove
a conjecture on Boolean overgroup lattices related to a dual Ore’s theorem and to a problem
of Brown.

In Chapter 4 we are interested in the asymptotic enumeration of Cayley graphs. It has previ-
ously been shown that almost every Cayley digraph has the smallest possible automorphism
group: that is, it is a digraphical regular representation. We approach the corresponding
question for undirected Cayley graphs.



Riassunto

Questa tesi contiene risultati nella teoria dei gruppi astratti, nella teoria dei gruppi di per-
mutazione e in combinatoria.

Sia G un gruppo finito avente tutti i sottogruppi di Sylow d-generati, allora e(G), ovvero
il valore atteso del numero di elementi di G che devono essere estratti, casualmente e con
ripetizione, prima di ottenere un insieme di generatori, € superiormente limitato da d + &,
dove x e una costante assoluta che puo essere esplicitamente determinata in termini della
funzione zeta di Riemann ed ¢ ottimale in questo contesto. Tale risultato puo essere esteso
al caso di gruppi profiniti finitamente generati. La suddetta stima e migliorabile ponendo
ulteriori ipotesi sul gruppo G. Inoltre se G ¢ un gruppo di permutazione di grado n, allora
G = Sym(3) e e(G) = 2.9 oppure e(G) < [n/2] + k* e K* ¢ ottimale.

Dimostriamo che, se GG € un gruppo risolubile avente per ogni divisore primo dell’ordine di
G un sottogruppo Gy, con indice non divisibile per p e tale che e(G)) < d, allora e(G) < d+9.
Generalizzando ai gruppi profiniti, proviamo che un gruppo profinito finitamente generato
avente i 2-Sylow finitamente generati ¢ positivamente finitamente generato (PFG). Tuttavia,
il seguente problema e ancora aperto: FE’ vero che se un gruppo profinito finitamente generato
G contiene un sottogruppo chiuso di indice dispari e PFG, allora G ¢ PFG?

Confrontiamo il numero atteso di elementi del gruppo simmetrico di grado n che devono
essere estratti, casualmente e con ripetizione, prima che si trovi un insieme di generatori di
un sottogruppo transitivo con quelli del gruppo alternato.

Stimiamo m(G), ovvero la cardinalita massima di un insieme minimale di generatori di un
gruppo finito G, in termini di una funzione del numero minimo di generatori dei sottogruppi
di Sylow di G.

Il teorema della base ridondante di Tarski implica che per ogni k& con d(G) < k < m(G),
esiste un insieme minimale di generatori w di dimensione k, un elemento ¢ in w e x,y in
G tale che w* = (w — {g}) U {x,y} & ancora un insieme minimo di generatori di G. In
questo caso, diciamo che w* ¢ un discendente immediato di w. Esistono diversi esempi di
gruppi aventi generatori minimali di cardinalita inferiori a m(G) senza discendenti immediati,
quindi sembra interessante indagare sotto quali condizioni esiste un discendente immediato.
Discutiamo questo problema per gruppi risolubili finiti.

Nel Capitolo 3 ci siamo soffermati sulla teoria dei gruppi di permutazione. Dimostriamo che
la dimensione della base di un gruppo di permutazioni primitivo finito di base non ampia e di
grado n & al pit il massimo tra 7 e [logn]| + 1. Inoltre, mostriamo che ci sono infiniti gruppi
primitivi di base non ampia la cui dimensione della base ¢ maggiore di logn + 1, per cui la
nostra stima ¢ ottimale.

Presentiamo una stima polinomiale del numero dei sistemi massimali di imprimitivita di
un gruppo di permutazione transitivo di grado n data in termini di n. Se G & risolubile
otteniamo una stima migliore.

In fine, abbiamo classificato i sottogruppi H di G tali che il reticolo dei gruppi contenenti
H in G sia Booleano di rango almeno 3 quando G ¢ un gruppo alterno o simmetrico finito.
Eccetto alcuni esempi sporadici o versioni intrecciate, ci sono due tipi distinti di tali reticoli.
Un tipo nasce prendendo gli stabilizzatori di catene di partizioni regolari e ’altro prendendo
gli stabilizzatori di catene di strutture prodotto regolari. Come applicazione, proviamo in
questi casi una congettura sui reticoli Booleani legati ad un problema duale di Ore e ad un
problema di Brown.

Nel Capitolo 4 siamo interessati all’enumerazione asintotica dei grafi di Cayley. Precedente-
mente € stato provato che quasi ogni digrafo di Cayley ha il piu piccolo possibile gruppo di
automorfismi: cioe, esso € una rappresentazione digrafica regolare. Abbiamo approcciato la



corrispondente questione per grafi di Cayley indiretti.



Introduction

This thesis consists of four Chapter and contains themes regarding the theory of generation
and random generation of groups, the theory of permutation groups, and combinatorics. In
the first Chapter we summarize very briefly some tools and some famous results used through
the thesis.

Generation of groups

The problem of investigating generating sets for a finite group has a rich history. Let G be
a finitely generated group and let d(G) := min{|S| | G = (S)} be the minimal number of
generators for G. The invariant d(G) has been deeply studied for many groups G. Gaschiitz
[55] gave a formula to compute the minimal number of generators of a finite soluble group
in terms of certain ‘local’ and ‘global’ parameters associated to a chief series of the group.
On the other side, it follows from the classification of finite simple group (CFSG) that every
finite simple group can be generated by just two of its elements ([156], [7]). The classification
of finite simple groups is involved heavily and plays a central role in most general results on
generation of a finite group. The fact that every finite simple group can be generated by
just two of its elements leads naturally to a wide range of interesting questions concerning
the abundance of generating pairs and their distribution across the group. Burness’s survey
article [23] provides some of the more recent developments.

A well known result proved by Dixon [47], Kantor and Lubotzky [77], Liebeck and Shalev
[91] states that every sufficiently large finite simple group is 2-generated, without constructing
a pair of generators. Already from this result, it appear clear that, in the context of generation
of groups, a central role is played by probabilistic methods. For a review on the technique
and on recent results on the probabilistic method in group theory see [87].

We denote by e(G) the expected number of elements of G which have to be drawn at
random, with replacement, before a set of generators is found. In [64, 103], it was showed
that the invariants Pg(t) and e(G) can be express by using the Mdbius function on the
subgroup lattice of G (See Chapter 2 for more details on this). Hence these results are really
appealing when the subgroup structure of the group G is well known.

Pomerance [137] showed that if G is a nilpotent group, then e(G) < d(G) + o where the
constant o ~ 2.1185 is explicitly described in terms of the Riemann zeta function and is the
best possible. Whilst Kantor and Lubotzky proved that, for every positive real number €
and every positive integer k, there exists a 2-generated finite group G, with Pg_, (t) < € for
every t < k. From this result, it is easy to deduce that e(G) — d(G) is unbounded in general
(in Chapter 2, we explain this more precisely). Others key estimation on e(G) can be found
in [44] and [96].

Here, we pass from the theory of random generation to a question regarding the theory of
minimal generation. A generating set X of a finite group G is said to be minimal if no proper
subset of X generates G. We denote by m(G) the largest size of a minimal generating set of G.



First steps toward investigating m(G) have been taken in the context of permutation groups.
An exhaustive investigation has been done for finite symmetric groups [34, 163], proving that
m(Sym(n)) = n — 1 and giving a complete description of the independent generating sets of
Sym(n) having cardinality n—1. Partial results for some families of simple groups are in [152]:
it turns out that already in the case G = PSL(2, q), the precise value of m(G) is quite difficult
to obtain. Moreover, Apisa and Klopsch [1] classified the finite groups for which the equality
m(G) = d(G) holds. During the same period, Lucchini started in [104, 105] a systematic
investigation of how m(G) can be estimated for an arbitrary finite group G. Finally, there is
a nice result in universal algebra, known with the name of Tarski irredundant basis theorem
(see for example [29, Theorem 4.4]), which implies that G contains an independent generating
set of cardinality k, for every positive integer d(G) < k < m(G).

In this thesis, the Chapter 2 is devoted to the presentation of some results concerning the
generation of finite (and profinite) groups based on joint works with A. Lucchini and P. Spiga
[82], [107], [108], [109], [110], [113]. Before passing to the organization of this Chapter, it is
worth noting that the importance of the topics here presented can be conduct to an algorithm
in computational group theory, the Product Replacement Algorithm. Indeed, estimations on
e(G), m(G) and d(G) can be used to analyze the efficiency of this algorithm.

SECTION 2.1. [109] Let G be a finite group with all the Sylow subgroups of G d-generated.
In this Section, we proved that e(G) < d + k, where k ~ 2.752394 is an absolute constant
that is explicitly described in terms of the Riemann zeta function and best possible in this
context. This bound can be further improved under some additional assumptions on G. For
example, when G is not soluble, then e(G) < d 4 2.750065. A stronger result holds if |G| is
odd. Indeed, we show that e(G) < d 4+ & with & ~ 2.148668. From the proof of this case, it
is possible to deduce that a precise estimation of e(G) for |G| odd would require a complete
knowledge of the distribution of the Fermat primes.

Moreover we proved that a permutation group G of degree n, then either G = Sym(3) and
e(G) =29 or e(GQ) < |n/2] + r* with k* ~ 1.606695. Let m = |n/2| and set G,, = Sym(2)™
if m is even, G, = Sym(2)"™~! x Sym(3) if m is odd. If n > 8, then e(G,,) — m increases with
n and lim,_, e(G) —m = k*, that is k* is best possible.

SECTION 2.2. [82, 108] In this section we investigate the following question for a finite group
G. Assume that G has a family Hi,..., H; of subgroups whose indices have no common
divisor and such that e(H;) < d for every 1 < ¢ < d. Is it true that e(G) can be bounded in
term of d? To head towards this question we analyzed some invariants related to e(G), such
as

1 1 G

v(G) = min{k: eN ’ Pg(k) > } and M(G) := sup%n()

e n>2 logn
where e is the Nepero number, n is a natural number and m,,(G) is the number of maximal
subgroups of G with index n. (Henceforth log denote the logarithm in base 2). As it was
noted in [96, Propositions 1.1, 1.2], e(G), v(G), and M(G) are related in the following way:

T Q) < (@) < L e(0)
(M(G) - 35)- L e(@) < M(G) +202) e (0.0.1)

However the estimation in (0.0.1) leaves open the question whether |[M(G) — e(G)| could be
arbitrarily large. In this section, we observed that the arguments used in [96] can be improved
and the following result can be obtained:

M(G)] —4 < e(G) < [M(G)] + 3. (0.0.2)
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Using (0.0.1) we proved that if G is a finite soluble group having, for every p € 7(G), a
subgroup G, such that p does not divide |G : G| and v(Gp) < d, then v(G) < d + 7. Here,
by means of (0.0.2) we were able to obtain the result we aimed for. Let G be a finite soluble
group. Assume that for every prime p dividing |G|, there exists G, < G such that p does not
divide |G : G,| and e(G,) < p. Then e(G) < p+ 9.

A natural question is whether there is an analogous of the previous theorem for arbitrary
finite groups. To prove such a result, we would need to deduce a bound on the number of
maximal subgroups of G of a given index from the following hypothesis.

For every p € m(Q) there exists G, < G such that p does not divide |G : G| and v(G)) < d.

The difficult part is to find an efficient estimation on the numbers of the maximal sub-
groups M of G such that the socle of G/Mg is a nonabelian group. We think that it could
be possible to use for this purpose the assumption v(G2) < d. An evidence that this could
work is that, in [98], it is showed that the number of such maximal subgroups having index n
can be bounded in terms of the smallest cardinality of a generating set of a Sylow 2-subgroup
of G. We would need a similar result, using a subgroup of odd index instead of a Sylow
2-subgroup.

Whether the role of a 2-Sylow subgroup can be played by an arbitrary subgroup of odd
index is a problem regarding a more wide class of groups. Let us explain how a similar
question also arises in the context of profinite groups. We proved that, if G is a finitely
generated profinite group and if the 2-Sylow subgroups of G are finitely generated, then G is
PFG. We do not know whether the previous result remains true if we only assume that there
is a closed subgroup of G which is of odd index and PFG. Therefore, the “ profinite version”
of our problem, that is
Is it true that if a finitely generated profinite group G contains a PFG closed subgroup of odd
index, then G is PFG?
is still open.

SECTION 2.3. [107] Let G be a transitive subgroup of Sym(n). Let P (G, t) be the probabil-

ity that t randomly chosen elements of G generate a transitive subgroup of G. We denote by

e7(G) the expected number of elements of G which have to be drawn at random, with re-

placement, before a set of generators of a transitive subgroup of G is found. In this subsection
we prove that, for every natural number n > 3, then

—1)"(n—1)1(2 -1
Pr(Sym(n), ) — Pr(Alt(n), ) = 2 (TZ ')t) -1 (0.0.3)
n!
(—=1)"*inl(n —1)!
(n!—1)(n!—2)

er(Sym(n)) — er(Alt(n)) = (0.0.4)

Observe that e (Sym(n))—er(Alt(n)) tends to zero when n tends to infinity, and it is positive
if n is odd and negative otherwise. Further, we prove that, for n > 3, the following hold

1. If n is odd, then 3 = er(Alt(3)) < er(Alt(n)) < 2.
2. If n is even, then 2 < ey (Alt(n)) < e7(Alt(4)) = 32 ~ 2.3879.

Moreover, lim,,_,o, e7(Alt(n)) = 2.

SECTION 2.4 [113] Let p a prime divisors of the order of G, let d,(G), be the minimal
size of a generating set of a Sylow p-subgroup of G. If G is a finite nilpotent group, then
m(G) =3 er(c) dp(G). For simplicity, we let

5@ =% dy(@).

pem(G)
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In a private communication to Lucchini, Keith Dennis has conjectured that m(G) < §(G),
for every finite group G. We proved that this is true for soluble groups. Despite this, Dennis’
conjecture is false if G is a symmetric group. Indeed studying the asymptotic behavior of
the function §(Sym(n)), (see Subsection 2.4.4), we showed that §(Sym(n)) = log, 2-n+ o(n)
for every n > 2. Since m(Sym(n)) = n — 1 by [163], the difference m(Sym(n)) — §(Sym(n))
goes to infinity with n and the inequality m(Sym(n)) < §(Sym(n)) is satisfied by only finitely
many values of n. We show by elementary means that, for every positive real number n > 1,
there exists a constant ¢, such that m(Sym(n)) =n —1 < ¢,(6(Sym(n))", for every n € N.
This motivates the following conjecture, which can be seen as a natural generalization of
Dennis’ conjecture.

Conjecture 1. There exist two constants ¢ and n such that m(G) < ¢-6(G)" for every finite
group G.

A crucial step towards a proof of Conjecture 1 is the following theorem proved in this
section. If G is a finite group and there are two constants ¢ > 1 and n > 2 such that
m(X) —m(X/S) < o - |n(S)]", for every composition factor S of G and for every almost
simple group X with soc X =5, then m(G) < o - §(G)".

Hence we reduces Conjecture 1 to the following conjecture on finite almost simple groups.

Conjecture 2. There exist two constants o and n such that m(X,soc X) < o - |r(soc X)|7,
for every finite almost simple group X.

Conjecture 2 holds true, with n = 2, when soc X is an alternating group or a sporadic
simple group. Hence, we deduce that there exists a constant o such that, if G has no
composition factor of Lie type, then m(G) < 06(G)2. We observe that Conjecture 2 holds
true when G € {PSL(2,q),SO(3,¢),SU(3,q)}. These partial results lead us to conjecture
that, if soc(X) is a group of Lie type of rank n over the field with ¢ = p" elements, then
m(X) —m(X/soc X) is polynomially bounded in terms of n and 7(r). If this were true, then
Conjecture 2 would also be true.

SECTION 2.5 [110] The proof of the theorem of Tarski above mentionad relies on a clever
but elementary counting argument which implies also the following result: for every & with
d(G) < k < m(G) there exists a minimal generating set {g1, ..., gr} with the property that
there are 1 < i < k and x1,x2 in G such that @ := {g1,...,9i-1,%1,%2, Git1,---, 9k} 18
again a minimal generating set of G. Moreover x1,z2 can be chosen with the extra property
that g; = x122. Let w := {g1,...,9x} be a minimal generating set of G with k& < m(G).
We say that w = (g1,...,9x) is extendible if there exist 1 < i < k and x1,z2 in G such
that @ = {g1,...,9i-1,%1,%2, Git1,---, 9k} 1S & minimal generating set of G. In this case
we say that @ is an immediate descendant of w. Furthermore, if g; = x1x9, then we say
that @ is a strong immediate descendant of w. More in general, a minimal generating set
w* of cardinality ¢ (with ¢ > k) is a (strong) descendant of w if there exists a sequence
Wo, Wi, - - ., wi—k where wy = w, w* = wy_j and wj is a (strong) immediate descendant of w;_1
for every 1 < j < t — k. Finally we say that w is (strongly) totally extendible if it has a
(strong) descendant of cardinality m(G).

There exist minimal generating sets that are not totally extendible. For example, let
G = Sym(4) and consider g1 = (1,2,3,4) and g2 = (1,3,2,4). Clearly G = (g1, g2). Assume,
by contradiction, that there exists z; and x5 such that {x1, x2, g;} is a minimal generating set
of G, with j € {1,2}. For i € {1, 2}, we have that (z;, g;) is a proper subgroup of G containing
gj, but this implies z; € Ng((g;)): as a consequence (g;) is normal in G = (z1,x2, g;), but
this is false. Therefore {gi, g2} is not extendible. One can ask whether in a finite group G
there exists at least one generating set of cardinality d(G) which is totally extendible. We
prove in this subsection that this happens for finite soluble groups.
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We now say that G has the extension property if every minimal generating set of G
whose cardinality is strictly less than m(G) has an immediate descendant. In this section, we
investigated the structure of the finite groups satisfying the extension property. In the case
of finite nilpotent groups, a complete description can be easily obtained: a finite nilpotent
group G has the extension property if and only if either G is a p-group or G is cyclic and
|7(G)| = 2. Here, we characterize the finite soluble groups with the extension property. In
particular we proved that, a finite soluble group satisfies the extension property if and only
if one of the following occurs:

1. d(G) = m(G).

2. G/FratG = V x H where V is an irreducible H-module, d(H) = m(H) = 2 and
whenever {hi,ha} is a generating set of H, then there exists i € {1,2} such that
Cy (h;) = {0}. In this case d(G) = 2 and m(G) = 3.

3. G is cyclic and |7(G)| = 2.

We deduce that, if G is finite soluble group with the extension property, then |7(G)| < 3 and
m(G) < d(G) + 1. Let H be the dicyclic group of order 12. This group has an action on the
2-dimensional vector space V over the field with 13 elements and this action is irreducible
and fixed-point-free: we may then consider the semidirect product G = V x H. Hence the
bound |7(G)| < 3 is best possible.

Problems in permutation groups

The theory of permutation groups is an old subject, stretching all the way back to the origin of
group theory, with a long tradition and many applications. The modern notion of permutation
groups is extremely flexible and used thorough the maths. We focus on finite permutation
groups, which continues to be a very active area of current research. The concept of primitive
permutation group is central in permutation groups, since these groups can be viewed as the
basic building blocks of all permutation groups. Being a very powerful tool for studying finite
primitive permutation groups the O’Nan-Scott Theorem is an essential result in this context.
This theorem describe the structure finite primitive permutation and the action in terms of
the socle of the group, and usually it can be used to reduce a general problem to a much
more specific problem concerning almost simple groups. Already from this consideration it
appears evident that the Classification of finite simple group has revolutioned the study of
finite permutation groups.

In the 19th century, a problem that attracted a lot of attention was that of bounding the
order of a finite primitive permutation group. One of the earliest results in this direction is a
theorem of Bochert [17] from 1889, which states that if G is a primitive permutation group
of degree n not containing the alternating group Alt(n), then b(G) < n/2.

Let G be a permutation group on ). A subset B of () is a base for G if the pointwise
stabilizer G g is trivial. The base size of G, b(G), is the minimal cardinality of a base for G.
Since the elements of G' are uniquely determined by their effect on a base, then |G| < |Q[*(@).
So one can find an upper bound on the order of a permutation group by bounding the minimal
base size. The permutation group G is large base if there exist integers m and r > 1 such
that Alt(m)” <G < Sym(m)wr Sym(r), where the action of Sym(m) is on k-element subsets
of {1,...,m} and the wreath product acts with product action. Note that this includes
the natural action of Alt(n) and Sym(n). Using the Classification of Finite Simple Groups
and building on earlier work by Cameron [31], Liebeck proved that if G is not large base
primitive permutation group of degree n, then b(G) < 9logn. Having interesting connections
to other areas of mathematics, such as representation theory and graph theory, the concept
of bases is crucial in permutation groups. Moreover, since the permutation groups can be
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seen as prototype to understand and model the different types of symmetry, the importance
of estimation on the base size can be mainly traced to the fact that the concept of bases is
an essential tool to capture these symmetries in a more affordable way.

Cameron in [30] proposed one other estimation in the theory of permutation groups.
Precisely, if G is a transitive permutation group of degree n, he asked for a polynomial esti-
mation, in terms of n, of the number of maximal system of imprimitivity of G. This question
extends naturally to the following question of Wall. In 1961, Wall [160] has conjectured that
the number of maximal subgroups of a finite group G is less than the group order |G|. Wall
himself proved the conjecture under the additional hypothesis that G is soluble. Nearly half
a century later, Liebeck, Pyber and Shalev proved [95, Theorem 1.3] a polynomial version of
Wall’s conjecture: there exists an absolute constant ¢ such that, every finite group G has at
most c]G\3/ 2 maximal subgroups. Wall’s conjecture was disproved in 2012 by the participants
of an AIM workshop, see [63]. (To see how the Question of Cameron extends naturally the
question of Wall see Chapter 3)

Now, we briefly describe the motivation for this question. In [2], it was proved that for
a finite transitive permutation group G on € then: for any map a of rank 2, (that is, one
whose image has cardinality 2), the semigroup (G, a) \ G is idempotent-generated if and only
if for every orbit O of G on 2-sets of €2, and every maximal block of imprimitivity B for G
acting on O, the graph with vertex set Q and edge set O \ B is connected. Since there are
exponentially many maps of rank 2, there are only a linear number of orbits O of G on 2-sets
of 2, and connectedness is very fast to check a positive answer to the question of Cameron
would reveal that the above characterization in combinatorial terms is more convenient in
terms of involved calculation.

Moving a bit far, we consider a different problem. Let G be a finite group, let H be
a subgroup of G, and let Og(H) = {K | K subgroup of G with H < K} be the set of
subgroups of G containing H. This is called the overgroup lattice of H in G. Detailed
information on the overgroups of a primitive subgroups of G was obtained independently by
Aschbacher [5, 6] and Liebeck, Praeger and Saxl [93, 140].

The problem of determining whether every finite lattice is isomorphic to some Og(H) for
a finite group G arose originally in universal algebra with the work of Pélfy-Pudldk [132]. In
1938, Ore proved that for a finite group G and a subgroup H of G such that the overgroup
lattice Og(H) is distributive, then there exists a coset Hg generating G [127, Theorem 7).
In [130], Palcoux obtained a dual version of Ore’s theorem. More precisely he proved that if
Oq(H) is distributive, then there exists an irreducible complex representation V' of G such
that G(yny = H (where VH is the H-fixed points subspace of V). In [131] it was proved that
for any subgroup H C G, if the dual Euler totient

¢(H,G):= >  u(HK)|G:K|,
KEOG(H)

is nonzero, then there is an irreducible complex representation V such that G(VH) = H. So
the dual Ore’s theorem appears as a natural consequence of the following conjecture.

Conjecture 3. [13, Conjecture 1.5] If Og(H) is Boolean, then $(H,G) is nonzero.

A first step to attack Conjecture 3 could be to prove the case where G is a finite simple
group, hence as a preliminary aim one should try to classify the inclusions H C G when G
is finite simple group and Og(H) Boolean. We briefly say what was known in this direction
until some moths ago. In [13, Example 4.21] it is noticed that if H is the Borel subgroup of
a BN-pair structure (of rank ¢) on G, then Og(H) is Boolean (of rank ¢). Moreover if G is a
finite simple group of Lie type (over a finite field of characteristic p) then its absolute value
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$(H, Q) is the p-contribution in the order of GG, which is at least p%WH). Finally, Shareshian
suggested examples of boolean O (H) of any rank when G is the alternating group, involving
stabilizers of non-trivial regular partitions, as shown in [8] for the rank 2.

In Chapter 3 we discuss some recent results in the theory of permutation groups regarding
the themes briefly introduced above and based on joint works with A. Lucchini, P. Spiga, S.
Palcoaux, and C. M. Roney-Dougal [112, 111, 122]. Precisely, this chapter is organized as
follows.

SECTION 3.1 [122] In this Section we prove that if G is primitive and not large base, then
b(G) < max{7,[logn] + 1}. Furthermore, we show that there are infinitely many primitive
groups G that are not large base for which b(G) > logn + 1, so our bound is optimal.

SECTION 3.2 [112] In this section we show that there exists a constant a such that, for every
subgroup H of a finite group G, the number of maximal subgroups of G containing H is
bounded above by a|G : H|3/2. In particular, a transitive permutation group of degree n has
at most an®/? maximal systems of imprimitivity. When G is soluble we prove a much stronger
bound, that is, the number of maximal subgroups of G containing H is at most |G : H| — 1.

SECTION 3.3 [111] This Section provides a classification of the subgroups H of G such that
O¢g(H) is Boolean of rank at least 3, when G is a finite alternating or symmetric group. We
proved that, besides some sporadic examples and some twisted versions, there are two different
types of such lattices. One type arises by taking stabilizers of chains of regular partitions,
and the other type arises by taking stabilizers of chains of regular product structures. As
an application, we prove in this case Conjecture 3 related to the dual Ore’s theorem above
mentioned.

Asymptotic enumeration of Cayley graphs

A graph T is an ordered pair (V,E) with V a finite non-empty set of vertices, and E a
set of unordered pairs from V', representing the edges. An automorphism of a graph is a
permutation on V' that preserves the set E. Let R be a group and let S be an inverse-closed
subset of R. The Cayley graph I'(R, S) with connection set S, is the graph with V = R and
{r,t} € Eifand only if tr—! € S. When I'(R, S) is a Cayley graph, the group R acts regularly
on the vertices as a group of graph automorphisms. A graphical regular representations, GRR
for short, for R is therefore a Cayley graph on R that admits no other automorphisms. The
problem of finding graphical regular representations (GRRs) for groups has a long history.
Mathematicians have studied graphs with specified automorphism groups at least as far back
as the 1930s, and in the 1970s there were many papers devoted to the topic of finding GRRs.
The main thrust of much of the work through the 1970s was to determine which groups admit
GRRs. This question was ultimately answered by Godsil. He showed that, except 13 small
groups, a group has graphical regular representation if and only if it is neither a generalised
dicyclic group nor an abelian group of exponent greater than 2. A corresponding result for
digraphical regular representation (DRR) by Babai was much simpler, requiring no excluded
families and finding only 5 exceptional small groups. Babai and Godsil conjectured that,
if R is not generalised dicyclic nor abelian of exponent greater than 2, then for almost all
inverse-closed subsets S of R, I'(R, S) is a GRR. In this Chapter, we investigate the following
more specific formulation of the Babai and Godsil conjecture:

lim min
r—00

{ {SCR:S=5" Aut(l(R,S)) = R}

: R admits a GRR and |R| =7} =1,
2¢c(R)
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where 2¢() is the number of inverse-closed subsets of R. The corresponding result for Cayley
digraphs (which does not require any families of groups to be excluded) was proved by Morris
and Spiga in [120]. The strategy used in [120] to prove that almost every Cayley digraph
is a DRR, involved three major pieces. Similarly to the results about existence of GRRs
and DRRs, the requirement that a connection set for a graph must be inverse-closed creates
complications that make the proof of the Babai-Godsil conjecture more difficult for graphs
than for digraphs. Hence it makes sense to divide the proof of the Babai-Godsil conjecture
for graph into the main pieces that were used to prove the DRR result, and attempt to show
each of these pieces for GRRs. The first piece of the proof of the Babai-Godsil conjecture
for graphs, showing that there are not many Cayley graphs admitting graph automorphisms
that are also group automorphisms (unless the group is generalised dicyclic or abelian of
exponent greater than 2) was accomplished by Spiga in [154]. In this Chapter, based on
joint work with J. Morris and P. Spiga [119], we try to accomplish the second pieces of the
proof, that is we show that the number of Cayley graphs on R that admit nontrivial graph
automorphisms that fix the vertex 1 and normalise some proper nontrivial normal subgroup
N of R, is vanishingly small as a proportion of all Cayley graphs on R.

As in the work on DRRs, this problem naturally divides into the cases where the normal
subgroup N is “large” or “small” relative to |R|. Furthermore in the case of graphs, it emerges
that we also need to consider separately graph automorphisms that fix or invert every element
of the group. This chapter is organized as follows.

SECTION 4.1 In this section we deal with graph automorphisms that fix or invert every element
of the group. This piece of our work applies whether or not R admits any proper nontrivial
normal subgroup.

SECTION 4.2 In this Section we prove that if R is a finite group and N is a non-identity
proper normal subgroup of R, then

{SCR|S=5" R=Nayrrs)R): If € Naurrs)N)

with f # 1 and 17 = 1}| < oc(R)— 5l +210g, | Bl +(log, | R)2+3

Moreover, if R is neither abelian of exponent greater than 2 nor generalised dicyclic, we may
drop the condition “R = Ny (p(r,s))(12)” in the definition of the set.

SECTION 4.3 In this Section we show that if R is a finite group and N is a non-identity proper
normal subgroup of R, then

{SCR|S=5" R=Nuurms)R), 3f € Naur(r,s) (V) with
[R|
f#1and 1/ =1, f fixes each N-orbit setwise}| < 9= ooy +(log: [R)*+3

Moreover, if R is neither abelian of exponent greater than 2 nor generalised dicyclic, we may
drop the condition “R = Ny (p(r,s))(12)” in the definition of the set.
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Chapter 1

Preliminaries

1.1 Group action

The definitions and results in this section are well known and we refer to [32], [48] as main
references. Let GG be a group, and suppose that G acts on a set 2. We will always assume
that € is finite, and we say that the degree of G is the size of 2. Unless otherwise specified
we normally write wg or w? for the image of w € Q under g € G. The stabiliser of w € €,
denoted by G, is the subgroup of G consisting of those elements that fix w. The orbit of
w e Nis w¥ := {w9 | g € G}. Then the orbit-stabiliser theorem asserts that, for a finite
group G, |G| = |Gy||w®] for all w € Q. The action of G is transitive if for every wy,ws € Q
there exists g € G for which w{ = wy, that is w® = Q for any w € Q. If there exists w € Q
such that G,, = 1, then w© is a regular orbit of G. When this occurs, by the orbit-stabiliser
theorem |G| = |w®|. The action is faithful if the identity of G is the only element of G fixing
every element of 2. The group G is a permutation group on () if G acts faithfully on (2.

The setwise stabiliser of I' C €2, denoted by Gr is the subgroup of G consisting of the
elements g € G for which I'Y = T" where 'Y := {19 | v € T'}. The pointwise stabiliser of
I' C Q, denoted by Gr) is the subgroup of G consisting of the elements g € G for which
v9 = ~ for any v € T'. The set of fixed points in 2 of g € G is denoted by fixq(g). A
permutation with no fixed points is fized-point-free. The permutation groups G < Sym((2)
and H < Sym(I") are permutation isomorphic if there exist an isomorphism ¢ : G — H and
a bijection ¢ : Q — I' such that (w9)% = (w‘p)(gw) forallw € 2 and g € G. If H is a subgroup
of G, then we denote the left coset space by G \ H. Then a transitive action of G on  is
permutation isomorphic to the action of G by left multiplication on G \ G, for any w € Q.

Let G be a transitive permutation group on 2. A non-empty subset B of Q) is a block of
imprimitivity if, for every g € G, either BN B9 = & or B = BY. Each translate BY is also
a block, and we say that {BY | g € G} is a block system or a system of imprimitivity (this
is a partition of Q). The singleton {w} C 2, and the whole € are blocks of imprimitivity;
these are called trivial blocks, and any other block is nontrivial. The group G < Sym({) is
imprimitive if admits a nontrivial block of imprimitivity on €. Accordingly, G is primitive
if it admits only the trivial blocks. The notion of primitivity in permutation group theory
has a correspondence with abstract group theory. The relation arises from the following easy
result.

Proposition 1.1.1. Let G be a transitive group on ). Then, G is primitive if and only if
Gy is a maximal subgroup for some w € (.

Let G < Sym(f2) be an imprimitive permutation group. Let ¥ = {BY | g € G} be a system
of imprimitivity. Note that G acts transitively on X, that is, the induced permutation group
G* < Sym(X) is transitive. The system of imprimitivity ¥ is mazimal if G* is primitive.

1
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1.2 Crowns

The concept of a crown was introduced by Gaschiitz in [56] for finite soluble groups, where
he analyses the structure of the chief factors of a soluble group G as G-modules. Later this
notion has been generalized to all finite groups (see for example [74], [84], and [43]).

In this section we start setting some notation by reviewing some basic results on G-groups,
on monolithic primitive groups and on crowns. For the first part we follow [43], for the second
part we follow [74] and for the third part we follow [11, Chapter 1] and [43].

Given a group G and a subgroup M we denote by

coreqg(M) = Mg = ﬂ M9
geG

the core of M in G.

An abstract group L is said to be primitive if it has a maximal subgroup with trivial
core. Note that this definition for primitivity is equivalent to that given in the previous
section. The socle (that is, the subgroup generated by the minimal normal subgroups) of a
primitive group L, soc(L), is either a minimal normal subgroup, or the direct product of two
non-abelian minimal normal subgroups. A primitive group L is said to be monolithic if the
first case occurs, that is, soc(L) is a minimal normal subgroup of L and hence (necessarily)
L has a unique minimal normal subgroup. The primitive group L is of type I (respectively
type II) if it is monolithic and soc(L) is abelian (respectively non-abelian). Whilst L is of
type III if soc(L) is direct product of two non-abelian minimal normal subgroups.

Let L be a monolithic primitive group and let A := soc(L). For each positive integer k,
let L* be the k-fold direct product of L. The crown-based power of L of size k is the subgroup
Ly, of L* defined by

Lp:={(l,....lx) e L*|li=---=1;, (mod A)}.
Equivalently, if we denote by diag(L*) the diagonal subgroup of L* then L; = A*diag(LF).

Lemma 1.2.1. Let M be a normal subgroup of a crown-based power Ly, with socle N¥. Then
either M < N* or N¥ < M.

Proof. For each i € {1,...,k}, we write N; := {(n1,...,ng) € N¥ | n; =1,Vj € {1,...,k}\
{i}}. In particular, N = Ny X -+ x Nj.

Let M be a normal subgroup of the crown based power L; with socle N* and with
M £ N¥. Let m € M\ N*. For each i € {1,...,k}, since M does not centralize N;, we
deduce 1 # [M, N;] < M N N;. As N; is one of the minimal normal subgroups of Ly, we must
have N; < M. Therefore, N¥ = N; x --- x N, < M. O

Given a group G, a G-group is a group A together with a group homomorphism 6 : G —
Aut(A). If no ambiguity is possible, for simplicity, we write a9 for the image of a € A under
the automorphism 6(g). Given a G-group A, we have the corresponding semi-direct product
A X G (or simply A x G when 6 is clear from the context), where the multiplication is given
by

g1a1 - gaaz = g19207az,

for every aj,as € A and for every gi,90 € G. A G-group A is said to be irreducible if G
leaves invariant no non-identity proper normal subgroup of A.

Two G-groups A and B are said to be G-isomorphic, and we write A =2 B, if there exists
an isomorphism ¢ : A — B such that

(a)? = ()",
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for every a € A and for every g € GG. Similarly, we say that A and B are G-equivalent ,and
we write A ~g B, if there exist two isomorphisms ¢ : A - B and & : A x G — B x G such
that the following diagram commutes.

l]—s34d—3s AxG — G ——>1

ool
le—s B3 BxG—»G—>1

Being “G-equivalent” is an equivalence relation among G-groups coarser than the “G-
isomorphic” equivalence relation, that is, two G-isomorphic G-groups are necessarily G-
equivalent. (Indeed, if A and B are G-isomorphic via ¢ : A — B, then they are G-equivalent
via @ : A x G — B x G defined by (ag)?® := a®g.)

Recall that if B is a G-group then a 1-cocycle between G and B is a map f: G — B
such that (gh)? = (¢%)"h? for any g,h € G. The set of 1-cocycles between G and B is
denoted by Z'(G, B). Note that, if 5 € Z'(G, B), then the map v : G — Aut(B) defined
by /(9 = p99” = (¢®)~1b9(¢®) is a homomorphism which makes B a G-group. This will be
denoted by Bg. Note that if B is abelian then Bg =g B.

Lemma 1.2.2. Let A, B be two G-groups. They are G-equivalent if and only if there exists
a 1-cocycle B € Z*(G, B) such that A =g Bg.

Proof. If A ~g Bvia ¢ : A — Band ® : A x G — B x G, we define 8 € Z'(G,B)
by ¢° := g'¢®. Conversely, if 3 € Z'(G,B) via ¢ : A — Bg, we define ® by setting
(ag)® = a%gg”. O

If A is a G-group denote by Cg(A) the centralizer of A in G, that is
Cq(A) ={9eG|a’=a,Vac A}

Note for A, B two G-isomorphic groups then Cg(A) = Cq(B).

Let A = B be a non-abelian simple groups, and let G := A x B acts on A x {1} and on
{1} x B by conjugation. Then Cqg(A x {1}) = {1} x B, and Cg({1} x B) = A x {1}, in
particular A x {1} 2 {1} x B are not G-isomorphic. But defiyning

p: Ax {1} =» {1} x B, (a,1) — (1,a)
P:(Ax{1}) xG— ({1} xB)xG (a,1)(x,y) = (2,9)(1,y 'za)
pg:G— {1} x B, (,y) — (1,ylz)

we get that 8 € Z1(G, {1} x B), and so A x {1} = ({1} x B)g. That is, A x {1} ~¢ {1} x B.

Let G be a group and let A := X/Y be a chief factor of G, where X and Y are normal
subgroups of G. Clearly, the action by conjugation of G endows A with the structure of G-
group and, in fact, A is an irreducible G-group. On the set of chief factors, the G-equivalence
relation is easily described. Indeed, it is proved in [74, Proposition 1.4] that two chief factors
A and B of G are G-equivalent if and only if either

e A and B are G-isomorphic, or

e there exists a maximal subgroup M of G such that G/coreq(M) has two minimal
normal subgroups N1 and Ny G-isomorphic to A and B respectively.

(The example in the previous paragraph witnesses that the second possibility does arise.)
From this, it follows that, for every monolithic primitive group L and for every k € N, the
minimal normal subgroups of the crown-based power Ly are all Li-equivalent.

Let X and Y be normal subgroups of G with A = X/Y a chief factor of G. Recall that
a complement U to A in G is a subgroup U of G such that

G=UX and Y =UnNX.
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Further, recall that A = X/Y is a Frattini chief factor if X/Y is contained in the Frattini
subgroup of G/Y; this is equivalent to saying that A is abelian and there is no complement
to A in G. The number J;(A) of non-Frattini chief factors G-equivalent to A in any chief
series of G does not depend on the series and hence dg(A) is a well-defined integer depending
only on the chief factor A.

We denote by L4 the monolithic primitive group associated to A, that is,

Ax (G/Cg(A)) if Ais abelian,
G/Cq(A) otherwise.

If A is a non-Frattini chief factor of GG, then L4 is a homomorphic image of G. More
precisely, there exists a normal subgroup N of G such that

G/N = Ly and soc(G/N) ~q A.

Consider now the collection A4 of all normal subgroups N of G with G/N = L, and
soc(G/N) ~g A: the intersection

Rg(A) = ﬂ N
NeN,4

has the property that G/ Rg(A) is isomorphic to the crown-based power (L4)s(4), that is,
G/RG(A) = (La)sg(a)-

The socle Ig(A)/Ra(A) of G/Ra(A) is called the A-crown of G and it is a direct product
of 0g(A) minimal normal subgroups all G-equivalent to A ( where we set dg(A) = 0 when
Ra(A) =1c(A)). If 6¢(A) > 2 then any two different minimal normal subgroups of G/Rg(A)
have a common complement, which is a maximal subgroup of G/Rg(A). Every chief series of
G contains exactly dg(A) non-Frattini chief factors G-equivalent to A. In particular, in a chief
series passing through Rg(A) and Ig(A), the unique non-Frattini chief factors G-equivalent
to A are those between Rg(A) and I (A). If H/K is a non-Frattini chief factor of G then
H/K ~g A if and only if KRg(A) < HRg(A) < Ig(A).

We conclude this preliminary section with some technical lemmas.

Lemma 1.2.3. [11, Lemma 1.3.6] Let G be a finite group with trivial Frattini subgroup.
There exists a chief factor A of G and a non-identity normal subgroup D of G with I(A) =
Rg(A) X D.

Lemma 1.2.4. [43, Proposition 11] Let G be a finite group with trivial Frattini subgroup, let
Ig(A), Rg(A) and D be as in the statement of Lemma 1.2.3 and let K be a subgroup of G.
If G = KD = KRg(A), then G = K.

Note that
Ig(A) :=={g € G| g induces an inner automorphism in A},

and for A = X/Y, we get that Ig(A) = XCg(A). In particular, when A is abelian, then
Ig(A) = Cg(A). Now, the following corollary is immediate.

Corollary 1.2.5. Let G be a finite soluble group with trivial Frattini subgroup. There exists
a crown Cg(A)/Ra(A) and a non-identity normal subgroup D of G such that Cg(A) =
Ra(A) x D. Moreover, when K < G is such that G = KD = KRg(A), then G = K.

Lemma 1.2.6. If G is not nilpotent, then we can assume that the irreducible G-module A
in the statement of Corollary 1.2.5 is a non-trivial G-module.
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Proof. Let U be a trivial G-module. Since Frat G = 1, U has a complement, say H, in G.
Since the action of G on U is trivial, then G = H xU. Now, there exists a crown Cy(B)/Rp(B)
and a non trivial normal subgroup W of H such that Cy(B) = Ry(B) x W. However we
have Cg(B) = Cy(B) x U and Rg(B) = Ry(B) x U, hence Cg(B) = Rg(B) x W. This
means that we may consider B in place of U. It is possible that also B is a trivial G-module.
In that case we can take a complement K of U x W in GG and repeat the previous argument.
Continuing in this way, either G is abelian or we obtain a non-trivial irreducible G-module
satisfying our statement of G. O

1.3 Zsigmondy primes

We state some useful results on the primitive prime divisors.

Definition 1.3.1. Let a and n be positive integers. A prime number p is called a primitive
prime divisor of a™ — 1 if p divides ¢ — 1 and p does not divide a® — 1 for every integer
1 <e <n—1. We denote an arbitrary primitive prime divisors of ™ — 1 by ay.

Theorem 1.3.2 (Zsigmondy’s Theorem [164]). Let a and n be integers bigger than 1. There
exists a primitive prime divisor of a™ — 1 except in one of the following cases:

1. n=2,a=2%—1 (i.e. ais a Mersenne prime), and s > 2.
2. n=06,a=2.

Lemma 1.3.3. [80, Proposition 5.2.15] a,, =1 mod n.

1.4 Finite simple groups
The classification of finite simple groups is as follows, and for this we refer to [40].
Theorem 1.4.1. A finite simple group is isomorphic to one of the following.

1. A cyclic group C, of prime order.

2. An alternating group Alt(n) of degree n at least 5.

3. A simple group of Lie type.

4. One of 26 sporadic simple groups.

The proof of this is spread throughout hundreds of papers. We shall use this result
throughout this thesis, and CFSG will mean “Classification of the Finite Simple Groups”.

1.5 The O’Nan-Scott Theorem

The modern key for analysing a finite primitive permutation group L is to study the socle
N of L. The socle of an arbitrary finite group is isomorphic to the non-trivial direct prod-
uct of simple groups; moreover, for finite primitive groups these simple groups are pairwise
isomorphic. The O’Nan-Scott theorem describes in details the embedding of NV in L and
collects some useful information about the action of L. This theorem was stated indepen-
dently by O’Nan and Scott in the preliminary proceedings of the Santa Cruz Conference on
Finite Groups in 1979. Only Scott’s version made it into the final Proceedings [151]. Later,
Aschbacher pointed out the existence of another class of groups erroneously excluded in the
original version of the O’Nan-Scott Theorem. In [92], Liebeck, Praeger and Saxl gave a self-
contained proof, precisely five types of primitive groups are defined (depending on the group-
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Table 1.1: The primitive permutation groups.

Type Description

=
Z

Affine-type: G =V x Go < AGL(V), Go < GL(V) irreducible

II (AS)  Almost simple: T'< G < Aut(T)

ITI(a)(i) (SD)  Diagonal-type: 7% < G < T*.(Out(T) x P), P < Sym(k) primitive

III(a)(ii) (HS)  Diagonal-type: T2 < G < T2. Out(T)

ITII(b)(i) (PA)  Product-type: G < HwrP, H primitive of type II, P < Sym(k) transitive
III(b)(ii)  (CD)  Product-type: G < HwrP, H primitive of type III(a)(i), P < Sym(k) transitive
III(b)(ili) (HC) Product-type: G < HwrP, H primitive of type III(a)(ii), P < Sym(k) transitive
III(c) (TW) Twisted wreath product

and action-structure of the socle), namely the Affine-type (HA), the Almost Simple (AS), the
Diagonal-type, the Product-type, and the Twisted Wreath product, and it is shown that every
primitive group belongs to exactly one of these types.

In [140] this division into types is refined further, namely the Diagonal-type is partitioned
in Holomorphic simple (HS), and Simple Diagonal (SD), and the Product-type is partitioned
into Holomorphic compound (HC), Compound Diagonal (CD), and Product action (PA).

Table 1.1 providing a rough description of the families of primitive groups that arise. In
Table 1.1, V' is a vector space over a field I, of prime order, 7' denotes a nonabelian simple
group, and T is the direct product of k copies of T.

In what follows, when we refer to the O’Nan and Scott theorem, we will explicitly state
if we use the version presented in [92] or that in [140] depending on the occurrence.



Chapter 2

Generation of groups

From now on, if we do not say differently, G will be a finite group. We say that a subset X
of G is a generating set for G if every element of G can be express as a product of elements
of X U XL In this case, we write G = (X), or G = (21,...,7;) when X = {z1,...,2¢}.
The elements of X are called generators of G, and we used to say that G s generated by
X or that X generates G. A group is said finitely generated if there exists a finite set that
generates it. Evidently, a finite group is finitely generated. Let

d(G) := min{|S| | G = ()}

be the minimal number of generators for G. We will say that G is d-generated if d(G) is at
most d.

The invariant d(G) has been deeply studied for many groups G. Gaschiitz [55] gave a
formula to compute the minimal number of generators of a finite soluble group in terms of
certain ‘local” and ‘global’ parameters associated to a chief series of the group. On the other
side, it follows from the CFSG that every finite simple group can be generated by just two
of its elements ([156], [7]). For example, it is easy to show that

Alt(n) ((1,2,3),(1,2,...,n)) ifnis even
n) =
((1,2,3),(2,3,...,n)) if nis odd.

For a finite group G, and a positive integer k, we define

Pa(k) = {(g1,.--,9x) € G|’;||k(gl,...,gk) =G}

to be the probability that k randomly chosen elements of G generate G. Since every finite
simple group is 2-generated, then Pg;(2) > 0 for all finite simple groups G. So, arises naturally
the idea to investigate the asymptotic behavior of Pg(2) with respect to |G|. The problem
has a very early origin. Indeed, in 1882, Netto conjectured that almost all pairs of elements
of Alt(n) generate the whole group (see [123, page 90]). In probabilistic terms, Netto’s

conjecture can be states as: PAlt(n)(2) — 1 as n — oo. This conjecture was proved by
8

(log, log, n)*

for sufficiently large n. In the same paper, Dixon conjectured that all finite simple groups

are strongly 2-generated in the sense of Netto. In other words, he conjetured that for every
finite simple group G, then Pg(2) — 1 as |G| — oco. The conjecture was proved for classical
groups by Kantor and Lubotzky in [77], and for exceptional groups of Lie type by Liebeck
and Shalev in [91]. The proof is based on the following observation.

Dixon [47] in 1967. In fact, Dixon proved more, showing that Pyji(,)(2) > 1 —
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Lemma 2.0.1. Let G be a finite group, and let m,(G) be the number of index n mazimal
subgroups of G. Then

1-Pak) <Y m:L(kG). (2.0.1)
n>2
Proof. Observe that if x1, ..., xr do not generate G, then they lie in a maximal subgroup M
of G. Given M, the probability that this happens (for random zy,...,xy) is ||AG/[“: = |G:]1\/[\k’
Hence . (G)
1— Pg(k) < — =) 7
a( )_MXQG\G:M]’“ %:2 nk

max

O]

Now, studying the maximal subgroups of a finite simple group of Lie type G, by using
powerful results on the subgroup structure of these groups, such as Aschbacher’s theorem [4]
for classical groups, one can show that 1 — Pg(2) tends to 0 as |G| tends to infinity. Therefore
P;(2) — 1 as |G| — oo and Dixon’s conjecture follows.

This probabilistic argument shows that every sufficiently large finite simple group of Lie
type is 2-generated, without explicitly construct a pair of generators. This highlights that,
in the context of generation of groups, a central role is played by probabilistic methods. Let
us introduce more precisely the general setting.

Let G be a nontrivial finite group and let * = (z,),en be a sequence of independent,
uniformly distributed G-valued random variables. We may define a random variable 74 by

¢ :=min{n > 1| (z1,...,z,) = G}.

We denote by e(G) the expectation E(7¢) of this random variable. Hence, e(G) is the expected
number of elements of G which have to be drawn at random, with replacement, before a set
of generators is found. Clearly 7¢ > n if and only if (x1,...,z,) is a proper subgroup of G.
Hence we get that

P(rg >n) =1— Pg(n). (2.0.2)

Therefore,

ZnP(;T(;—n Z(ZPGTG— )

n>1 n>1 \m>n (2.0.3)
=Y Polra=n) =) Pa(rg >n)=>_(1— Pg(n)).
n>1 n>0 n>0

Let us consider some examples. Let G = C, is a cyclic group of prime order p, then
T¢ is a geometric random variable with parameter pp%l, so e(Cp) = £5. If G = Dy, is the
dihedral group of order 2p, with p an odd prime: then (gi,...,gx) = G if and only if there
exist 1 < i < j < n such that g; # 1 and g; ¢ (g;). We may think that we are repeating
independent trials (choices of an element from G in a uniform way). The number of trials
needed to obtain a nontrivial element x of G is a geometric random variable with parameter

21;—;1: its expectation is equal to Ey = 2’;—;1. With probability p; = ﬁ, the nontrivial
element z has order 2: in this case the number of trials needed to find an element y ¢ () is
a geometric random variable With parameter % and expectation Fy = 22” On the other

hand, with probability ps = the nontrivial element = has order p: here, the number of

2p 1’
trials needed to find an element y ¢ (x) is a geometric random variable with parameter Tp

and expectation Fy = 2;—313. This implies

2p2

e(Dap) = Eg +p1Ey + paFy =2 + @ —D2p=2)
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It appears evident from the second example that, when we consider a group G with a richer
subgroup structure, the computation of e(G) became more complicated. When the subgroup
structure of G is clear, the results proved in [64] and [103] became very appealing. Indeed, in
[64], respectively in [103] it was showed that Pg(t), respectively e(G) can be computed only
by using knowledge about the subgroup structure of the group G. More precisely, defining
the Mdébius function on the subgroup lattice of G by setting

ua(G) =1 and pg(H Z ua(K), VH < G,
H<K<G
then
pa(H)
Pa(t)= > , (2.0.4)
i=e |G Al
pa(H)|G|
e(G) = S bl (2.0.5)
2 16— 1]

Here, arises naturally to asks how d(G) and e(G) are related. Surely d(G) < e(G). But,
more in general, what we can say about e(G) — d(G)? Pomerance [137] studied the question
for the abelian groups. He showed that if G is an abelian group, then e(G) < d(G) 4+ o where
the constant o ~ 2.1185 is explicitly described in terms of the Riemann zeta function and is
the best possible. Since e(G) = e (G/ Frat(G)) and, when G is a nilpotent group, G/ Frat(G)
is abelian, then the Pomerance’s result is true also for finite nilpotent group. Whilst Kantor
and Lubotzky proved that e(G) — d(G) is unbounded in general. Indeed, in [77], they showed
that for every positive real number € and every positive integer k there exists a 2-generated
finite group G with Pg_, (t) < € for every ¢ < k. Hence, by (2.0.3),

(Ge) > Y (- Po, (1) 2 (k+1)(1— o),

0<t<k

and consequently
e(Gep) —d(Gep) > (k+1)(1 —€) —2.

Others key estimation on e(G) can be found in [44] and [96].

At this point, we investigate how some hypotheses on the number of generators of sub-
groups of a specific family of subgroups of G impact on e(G). One of the first step towards
this investigation was to prove a probabilistic version of the following theorem, independently
proved by Guralnick [60] and Lucchini [100] in 1989.

Theorem 2.0.2. Let G be a finite group with all the Sylow subgroups d-generated. Then
d(G) <d+1.

Precisely we proved the following theorem which improves a result in [99].

Theorem 2.0.3. [109, Theorem 1.1] Let G be a finite group. If all the Sylow subgroups of
G can be generated by d elements, then e(G) < d + k where k is an absolute constant that is
explicitly described in terms of the Riemann zeta function and best possible in this contert.
Approzimately, k equals 2.75239.

This bound can be further improved under some additional assumptions on G. For
example, we proved that if all the Sylow subgroups of G can be generated by d elements and
G is not soluble, then e(G) < d + 2.750065 (Proposition 2.1.7). A stronger result holds if |G|
is odd.

Theorem 2.0.4. [109, Theorem 1.2] Let G be a finite group of odd order. If all the Sylow
subgroups of G can be generated by d elements, then e(G) < d + & with & ~ 2.148668.
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In this case the constant & is probably not best possible. In particular, a precise estimation
would require a complete knowledge of the distribution of the Fermat primes.

If G is a p-subgroup of Sym(n), then G can be generated by |[n/p]| elements (see [83]),
so Theorem 2.0.3 has the following consequence: if G is a permutation group of degree n,
then e(G) < |n/2| + k. However this bound is not best possible and a better result can be
obtained.

Theorem 2.0.5. [109, Corollary 1.3] If G is a permutation group of degree n, then either
G = Sym(3) and e(G) = 2.9 or e(G) < [n/2] + k* with k* ~ 1.606695.

The number £* is best possible. Let m = |n/2] and set G,, = Sym(2)™ if m is even,
G, = Sym(2)™~! x Sym(3) if m is odd. If n > 8, then e(G,) — m increases with n and
lim, o0 e(G) — m = K*.

We discuss the details of the proofs of Theorems 2.0.3, 2.0.4, 2.0.5 in Section 2.1.

In 1991, Kovéacs and Sim proved that if a finite soluble group G has a family of d-generator
subgroups whose indices have no common divisor, then G can be generated by d+ 1 elements
(see [82, Theorem 2]). The hypotheses on the family on d-generated subgroups is coarser
than that in Theorem 2.0.2. So, motivated by the result in Theorem 2.0.3, we searched for a
probabilistic version of the result of Kovacs and Sim mentioned above. In order to move in
this direction let consider the following invariant, introduced by Pak:

1
v(G) = min{k eN ‘ Pg(k) > },
e
where e is the Nepero number. As it was noticed by Pak (see for example [96, Proposition
1.1]), e(G) and v(QG) are related in the following way:

Loy <va <-©

e - *e—l'

e(G). (2.0.6)

Now, assume that a finite soluble group G has a family Hy,..., H; of subgroups whose
indices have no common divisor and such that v(H;) < d for every 1 <i < d. Is it true that
v(G) can be bounded in term of d? We proved that the answer is affirmative.

Theorem 2.0.6. [106, Theorem 1] Let G be a finite soluble group. Assume that for every
p € w(G) there exists G, < G such that p does not divide |G : Gy| and v(Gp) < d. Then
v(G) <d+T.

As customary, we denoted by 7(G) the set of prime divisors of the order of G.

To be more coherent with the statement of Theorem 2.0.3, we aimed to replaced in the
statement of Theorem 2.0.6 the invariants v(G) and v(G),) with e(G) and e(G)). In order to
do so, we need to introduce another invariant related to both e(G) and v(G). For n € N, let

M(G) = sup log mn (&)
n>2 logn
where we recall that m,(G) is the number of maximal subgroups of G with index n. (In this
thesis, log will denote the logarithm to base 2, unless otherwise indicated.)

Actually M(G) is the “polynomial degree” of the rate of growth of m,(G). This rate
has been studied for finite and profinite groups by Mann, Shalev, Borovik, Jaikin-Zapirain,
Liebeck, Pyber and more recently by Ballester-Bolinches, Esteban-Romero, Jiménez-Seral
and Hangyang Meng (see [18], [75], [114], [115], [12]). It is roughly equal to v(G), indeed the
following holds true (see [96, Proposition 1.2]):

M(G) — 3.5 < v(G) < M(G) + 2.02. (2.0.7)
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The estimation for e(G) given by Lubotzky is obtained combining (2.0.6) and (2.0.7):

e—1
e

(M(G) —3.5) <e(G) < (M(G) +2.02) -e. (2.0.8)
The proof of Theorem 2.0.6 relies on (2.0.7), to be precise it depend on the fact that |M(G) —
v(G)| is bounded above by a constant. However the estimation in (2.0.8) leaves open the
question whether | M(G) — e(G)| could be arbitrarily large. We observed that the arguments
used in [96] can be improved and the following result can be obtained.

Theorem 2.0.7. [108, Theorem 1.1] Let G be a finite group. Then

[M(G)] =4 <e(G) < [M(G)] +3.

With this theorem we were able to obtain the result we aimed for:

Theorem 2.0.8. [108, Theorem 1.5] Let G be a finite soluble group. Assume that for every
prime p dividing |G|, there exists G, < G such that p does not divide |G : G| and e(Gp) < p.
Then e(G) < p+9.

We proved Theorem 2.0.6, Theorem 2.0.7, and Theorem 2.0.8 in Section 2.2.

Observe that the proofs of the results we have seen so far, depend implicitly on the CFSG.
More precisely the proof of Theorem 2.0.3, 2.0.6, 2.0.7 require the following result proved by
Pyber.

Theorem 2.0.9. [96, Theorem 1.3] There exists a constant b such that for every finite group
G and every n > 2, G has at most n® core-free maximal subgroups of index n. In fact, b = 2
will do.

While the proof of Corollary 2.0.5 uses a bound on the chief length of a permutation
group of degree n (see Proposition 2.1.13).

A generalization of the theorem (above mentioned) of Kovéacs and Sim to arbitrary finite
group is given in [101]: if a finite group G has a family of d-generator subgroups whose indices
have no common divisor, then GG can be generated by d+ 2 elements. So a natural question is
whether there is an analogous of Theorem 2.0.6 for arbitrary finite groups. This is a difficult
question. Denote by A,(G), or respectively Aponab(G), the set of the maximal subgroups
M of G with the property that the socle of G/M¢ is an abelian p-group, or respectively a
nonabelian group. Assume that for every p € n(G) there exists G, < G such that p does
not divide |G : Gp| and v(Gp) < d. In order to prove an analogous of Theorem 2.0.6 we
would need to deduce from this hypothesis a bound on the number of maximal subgroups of
G of a given index. Imitating the arguments of the proof of Theorem 2.0.6, the assumption
v(Gp) < d can be used to estimate the number of maximal subgroups in A,(G) in terms of d,
but it remains the problem of getting an efficient estimation of the number of the maximal
subgroups in Aponap(G). We think that it could be possible to use for this purpose the
assumption v(G2) < d. An evidence that this could work is that, in [98], it is showed that
the number of maximal subgroups in Ayonab(G) of index n in G can be bounded in terms
of da(G) the smallest cardinality of a generating set of a Sylow 2-subgroup of G. We would
need a similar result, using a subgroup of odd index instead of a Sylow 2-subgroup.

Whether the role of a 2-Sylow subgroup can be played by an arbitrary subgroup of odd
index is a problem regarding a more wide class of groups. Let us explain how a similar
question also arises in the context of profinite groups. (Recall that a topological group G is
profinite if it is Hausdorff, compact, and totally totally disconnected.)
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Being a compact topological group, a profinite group G, can be seen as a probability space.
If we denote by p the normalized Haar measure on G, so that u(G) = 1, the probability that
k random elements generate (topologically) G is defined as

Pa(k) = p({(x1,...,z5) € GF|(z1,. .., 1) = G}),

where p denotes also the product measure on G*. A profinite group G is said to be positively
finitely generated, PFG for short, if Pg(k) is positive for some natural number k. Not all
finitely generated profinite groups are PFG (for example if Fy is the free profinite group of
rank d > 2 then P, (t) = 0 for every ¢ > d, see for example [77]). It is not difficult to prove
the following (see Subsection 2.2.5)

Proposition 2.0.10. [106, Proposition 1.3] Let G be a finitely generated profinite group. If
the 2-Sylow subgroups of G are finitely generated, then G is PFG.

We do not know whether the previous result remains true if we only assume that there is
a closed subgroup of G which is of odd index and PFG. Therefore, the “ profinite version” of
our problem, that is

Is it true that if a finitely generated profinite group G contains a PFG closed subgroup of odd
index, then G is PFG?

is still open.

Finally, observe that the definition of ¢(G) can be extended to the case of a (topologically)
finitely generated profinite group G. As it is proved for example in [100, Section 6],

e(G) = sup e(G/N),
NeN

where N is the set of the open normal subgroups of G. This implies that Theorems 2.0.3, 2.0.7
still hold if G is a finitely generated profinite group. A profinite group G is said to have
polynomial maximal subgroup growth if there exist some constant o and o such that m,(G) <
an? for all n. Note that the profinite version of Theorem 2.0.7 can be considered as a
quantitative version of the celebrated result of Mann and Shalev [115], saying that a profinite
group is PFG if and only if it has polynomial maximal subgroup growth.

Now, we analyze a different question in the context of random generation.

Question 1. Let n € N. Suppose that there are two boxes, one is blue and one is red.
The balls in the blue box correspond to the elements of Sym(n), the balls in the red box
correspond to the elements of Alt(n). We choose one of the boxes, and then we extract balls
from the chosen box, with replacement, until a transitive permutation group of degree n is
generated. In order to minimize the number of extractions, is it better to choose the red box
or the blue one?

Let us formalize this question. Let G be a subgroup of Sym(n). Let P7(G,t) be the
probability that ¢ randomly chosen elements of G generate a transitive subgroup of G. Let
G < Sym(n) and let £ = (Zm),,cy be a sequence of independent, uniformly distributed
G-valued random variables. We may define a random variable 7, by setting

TG = min{t > 1| (z1,...,x¢) is a transitive subgroup of G}.

We denote by e7(G) the expectation of the random variable 7¢ ,. Hence e7(G) is the expected
number of elements of G which have to be drawn at random, with replacement, before a set
of generators of a transitive subgroup of G is found. With arguments similar to that used for
Ta, in Subsection 2.3.1, we proved that

P(tgn >t)=1—Pr(G,t) and er(G) =) _(1-Pr(G,1)). (2.0.9)
t>0
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The case G = Sym(n) has been studied in [46] and [103]. Let II,, be the set of partitions of
n, that is, the set of decreasing sequences of natural numbers whose sum is n, and let I} be
the set of partitions of n into at least two parts. Given w = (ny,...,nx) € II,, with
NE =" =Npy > Ny 41 = 2 = Nhytky > 00 2 Wbt 41 = 0 = Mgty
and k1 + - -- + k. = k, we define
|
pw) = (D)L - 1), w) = —— p(w) = kilko) .l

nil...ngl’

It turns out (see [103, Theorem 9] and [46, Proposition 2.1]) that for every n > 2,

Pr(Sym(n Z M ‘)
(2.0.10)
I u(w)b(w)

er(Sym(n)) Z )

We are interested in the case G = Alt(n). Since Alt(?) = {1} there are no possibilities to find
a transitive subgroup of Alt(2), so we study the problem for n > 3. Let n = 3. The unique
transitive subgroup of Alt(3) is Alt(3) itself, therefore

1 1 3
P(Tan@)3=1t) =1——, and er(Alt(3)) = Z —=_,

¢ ¢
3 =0 3 2
Whilst, (2.0.10) yield
3 2 21
P(tsym@s =t) =1— g+ 5, and er(Sym(3)) = 35
Hence if n = 3 to find a transitive subgroup, it is more convenient to search in the alternating

group.

Let us analyze the case n = 4. The transitive subgroups of Alt(4) are the noncyclic
subgroups. Note that H = (x1,...,2¢) is a transitive subgroup of Alt(n) if and only if there
exist 1 <14 < j <t such that z; # 1 and z; ¢ (z;). The numbers of trials needed to obtain
z € Alt(4) \ {1} is a geometric random variable with expectation Ey = 12. With probability
p1 = 13—1 the element x has order 2. In this case, the number of trials needed to find an
element y ¢ (z) is a geometric random variable with expectation Ey = 3. On the other
hand, with probability ps = % the element x has order 3. In this second case, the number
of trials needed to find an element y ¢ (z) is a geometric random variable with expectation

by = 1@2. Summing up we get that
394
er(Alt(4)) = Ey + p1E1 + paEs = 165"

Whilst, (2.0.10) yield
7982
e7(Sym(4)) = 3795

Therefore, to have a transitive subgroup it is more convenient to search in Sym(4). The
previous examples suggest us that the answer to the Question 1 depends on the parity of n.
We confirmed this proving the following result.

Theorem 2.0.11. [107, Theorem 1.1, Theorem 2.4] For every natural number n > 3, then
(=)™ (n—1)N(2" 1)

(nl)t ’
(—=1)"*inl(n —1)!
(n!—1)(n!—=2)

Pr(Sym(n),t) — Pr(Alt(n),t) =

(2.0.11)

er(Sym(n)) — er(Alt(n)) = (2.0.12)
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Observe that e7(Sym(n)) — er(Alt(n)) tends to zero when n tends to infinity, but it is
positive if n is odd and negative otherwise. To explain this behaviour notice that, if G <
Sym(n), then Pr(G, 1) the probability that one randomly chosen element g in G generates a
transitive subgroup of Sym(n), coincide with the probability that g is a n-cycle: in particular

PT(Sym(n),l):% and  Pr(Alt(n),1) = 4

2 if nis odd
0, ifn iseven.
The details of the proof of Theorem 2.0.11 are discussed in Subsection 2.3.2.
In [103, Section 5], it is proved that lim,_ . e7(Sym(n)) = 2 and
7982

2 =er(Sym(2)) < er(Sym(n)) < er(Sym(4)) = 3708~ 2.1033.

A similar result can be obtained in the alternating case.
Theorem 2.0.12. [107, Theorem 1.2] Assume that n > 3.
1. If n is odd, then 3 = e7(Alt(3)) < er(Alt(n)) < 2.

2. If n is even, then 2 < e7(Alt(n)) < er(Alt(4)) = 332 ~ 2.3879.

Moreover lim,,_, o e (Alt(n)) = 2.

The proof of Theorem 2.0.12 is in Subsection 2.3.3.

Here, we pass from the theory of random generation to a question regarding the theory
of minimal generation. A generating set X of a finite group G is said to be minimal (or
independent) if no proper subset of X generates G. We denote by m(G) the largest size
of a minimal generating set of G. First steps toward investigating m(G) have been taken
in the context of permutation groups. An exhaustive investigation has been done for finite
symmetric groups [34, 163], proving that m(Sym(n)) = n—1 and giving a complete description
of the independent generating sets of Sym(n) having cardinality n—1. Partial results for some
families of simple groups are in [152]: it turns out that already in the case G = PSL(2, q), the
precise value of m(G) is quite difficult to obtain. Moreover, Apisa and Klopsch [1] proposed a
natural “classification problem”: given a non-negative integer ¢, characterize all finite groups
G such that m(G) — d(G) < ¢, where d(G) is the minimal size of a generating set of G. In
particular, they classified the finite groups for which the equality m(G) = d(G) holds. During
the same period Lucchini started in [104, 105] a systematic investigation of how m(G) can
be estimated for an arbitrary finite group G.

Minded the result obtained in Theorem 2.0.2, one may ask whether a similar result holds
also for m(G). More precisely, denote by d,(G) the minimal number of generators of a Sylow
p-subgroup of G. Is it possible to bound m(G) as a function of the numbers d,(G), with p
running through the prime divisors of the order of G7

It can be easily seen that, if G is a finite nilpotent group, then m(G) = 3 ,cr(q) dp(G)
(see Proposition 2.4.1 for details). For simplicity, we let

5(@) = Y dy(@).

pem(G)

In a private communication to Lucchini, Keith Dennis has conjectured that m(G) < §(G),
for every finite group G. This conjecture is true for soluble groups.

Theorem 2.0.13. [113, Theorem 1.1] Let G be a finite soluble group. Then m(G) < 6(G).



CHAPTER 2. GENERATION OF GROUPS 15

Despite Theorem 2.0.13, Dennis’ conjecture is false if G is a symmetric group. We studied
the asymptotic behaviour of the function §(Sym(n)) (see Subsection 2.4.4). In particular, the
following theorem holds true.

Theorem 2.0.14. [113, Theorem 5.1] For every n > 2, we have §(Sym(n)) = log, 2-n+o(n).

(See Subsection 2.4.4 for a proof of Theorem 2.0.14.) Since m(Sym(n)) =n — 1 by [163],
the difference m(Sym(n))—d(Sym(n)) goes to infinity with n and the inequality m(Sym(n)) <
0(Sym(n)) is satisfied by only finitely many values of n. Indeed, using the explicit upper
bound on 6(Sym(n)) in Theorem 2.4.10 and some calculations, we have

d(Sym(n)) =n —1if and only if n € {1,2,3,4,5,8,10,11, 16,17, 18,19, 25, 30, 31},
d(Sym(n)) = n if and only if n € {6,7,12,13,20, 26,42, 43,48},

d(Sym(n)) =n+ 1 if and only if n € {14, 21,44, 45},

d(Sym(n)) = n + 2 if and only if n € {15,22,23,24,46,47}.

For all the other values of n, we have 6(Sym(n)) < n — 1 =m(Sym(n)).

The proof of Theorem 2.4.10 is rather technical and uses some explicit bounds on the
prime counting function. However, in Lemma 2.4.8 we showed by elementary means that, for
every positive real number 1 > 1, there exists a constant ¢, such that m(Sym(n)) =n—1 <
¢y (6(Sym(n))7, for every n € N.

This motivates the following conjecture, which can be seen as a natural generalization of
Dennis’ conjecture.

Conjecture 4. There exist two constants ¢ and n such that m(G) < ¢-6(G)" for every finite
group G.

Given a normal subgroup N of a finite group G, we let
m(G,N) =m(G) —m(G/N).
The following theorem is a crucial result towards a proof of Conjecture 4.

Theorem 2.0.15. [113, Theorem 1.4] Let G be a finite group. Assume that there exist two
constants o > 1 and n > 2 such that m(X,S) < o-|w(S)|", for every composition factor S of
G and for every almost simple group X with soc X = S. Then m(G) < o - §(G)".

Observe that Theorem 2.0.15 reduces Conjecture 4 to the following conjecture on finite
almost simple groups.

Conjecture 5. There exist two constants o and n such that m(X,soc X) < o - |w(soc X)|",
for every finite almost simple group X.

Conjecture 5 holds true, with n = 2, when soc X is an alternating group or a sporadic
simple group (Lemma 2.4.9). Therefore, we have the following corollary.

Corollary 2.0.16. [113, Corollary 1.6] There exists a constant o such that, if G has no
composition factor of Lie type, then m(G) < o6(G)2.

Very little is known about m(G) when G is an almost simple group with socle a simple
group of Lie type. Saxl and Whiston in [152] proved that, if G = PSL(2,q) with ¢ = p"
and with p a prime number, then m(G) < max(6,7(r) + 2) where 7(r) is the number of
distinct prime divisors of r. It follows from Zsigmondy’s Theorem that 7(r) < 7(¢ 4+ 1) <
|7 (PSL(2, q))|. Therefore Conjecture 5 holds true when G = PSL(2, ¢). In his PhD thesis [78],
P. J. Keen found a good upper bound for m(SL(3,¢q)), when ¢ = p” and p is odd. In
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preparation for this, he also investigated the sizes of independent sets in SO(3, ¢) and SU(3, q),
getting in all the cases a linear bound in terms of 7(r). These partial results lead us to
conjecture that, if soc(X) is a group of Lie type of rank n over the field with ¢ = p” elements,
then m(X,soc X) is polynomially bounded in terms of n and 7 (r). If this were true, then
Conjecture 5 would also be true.

The proofs of Theorem 2.0.15 and Corollary 2.0.16 are in Subsection 2.4.3. These proofs
require two preliminary results, one concerning the prime divisors of the order of a finite
non-abelian simple group and the other about permutation groups, proved respectively in
Subections 2.4.1 and 2.4.2.

We have seen that the minimal and the maximal size of a minimal generating set of a
finite group G has been well studied for many groups G. So arises naturally to ask what
it is known on the (not necessarily minimal or maximal) size of a minimal generating set
of G. A nice result in universal algebra, due to Tarski and known with the name of Tarski
irredundant basis theorem (see for example [29, Theorem 4.4]), implies that G contains an
independent generating set of cardinality k, for every positive integer d(G) < k < m(G).

The proof of this theorem relies on a clever but elementary counting argument which
implies also the following result: for every k with d(G) < k < m(G) there exists a minimal
generating set {g1,...,gx} with the property that there are 1 < i < k and x1,z2 in G such
that @ :={g1,...,9i-1,%1,%2,git1,- - -, gk} iS again a minimal generating set of G. Moreover
x1,T9 can be chosen with the extra property that g; = x1xo.

Now, we introduce some definitions to conclude this chapter with some results in this
direction. Let w := {gi1,...,9x} be a minimal generating set of G with k& < m(G). We
say that w = (g1,...,9xk) is extendible if there exist 1 < i < k and z1,x2 in G such that
@ :={g1,---,9i-1,%1,%2, Git1,-- -, gk} 18 a minimal generating set of G. In this case we say
that @ is an immediate descendant of w. Furthermore, if g; = x1x2, then we say that @ is a
strong immediate descendant of w. More in general, a minimal generating set w* of cardinality
t (with t > k) is a (strong) descendant of w if there exists a sequence wp, w1, ...,w;— where
wyp = w, w* = w;_ and wj is a (strong) immediate descendant of w;_; for every 1 < j <
t — k. Finally we say that w is (strongly) totally extendible if it has a (strong) descendant of
cardinality m(G).

There exist minimal generating sets that are not totally extendible. For example, let
G = Sym(4) and consider g1 = (1,2,3,4) and g2 = (1,3,2,4). Clearly G = (g1, g2). Assume,
by contradiction, that there exists z; and x5 such that {x1, x2, g;} is a minimal generating set
of G, with j € {1,2}. For i € {1, 2}, we have that (z;, g;) is a proper subgroup of G containing
gj, but this implies z; € Ng((g;)): as a consequence (g;) is normal in G = (z1,x2, g;), but
this is false. Therefore {gi, g2} is not extendible. One can ask whether in a finite group G
there exists at least one generating set of cardinality d(G) which is totally extendible. We
prove that this happens for finite soluble groups.

Theorem 2.0.17. [110, Theorem 1.1] Let G be a finite soluble group. Then there exists a
strongly totally extendible generating set of cardinality d(G).

We now say that G has the extension property if every minimal generating set of G whose
cardinality is strictly less than m(G) has an immediate descendant. In [110], we investigated
the structure of the finite groups satisfying the extension property. In the case of finite
nilpotent groups, a complete description can be easily obtained: a finite nilpotent G has
the extension property if and only if either G is a p-group or G is cyclic and |7(G)| = 2
(see Proposition 2.5.3). There are also non nilpotent groups with the extension property, for
example the groups G with the property that d(G) = m(G) (classified in [1, Theorem 1.6]).
There exist also non nilpotent groups that satisfy the extension property but not the equality
d(G) = m(G). Consider for example the semidirect product G = V x @, where @ is the
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quaternion group, V is an elementary abelian group of order 9 and the action of @ on V is
obtained by identifying @ with a Sylow 2-subgroup of SL(2, 3). We have d(G) = 2, m(G) = 3.
Moreover, if G = (z1,x2), then |z1| = |r2| = 4, and consequently there exists v € V' such
that (x{,x2) is a Sylow 2-subgroup of G. Hence {zV, x2, [v, 21|} is an immediate descendant of
{z1, 22}, and G has the extension property. We obtained a complete description of the finite
soluble groups with the extension property. In particular we proved the following statement.

Theorem 2.0.18. [113, Theorem 1.2] A finite soluble group satisfies the extension property
if and only if one of the following occurs:

1. d(G) = m(G).

2. G/FratG = V x H where V is an irreducible H-module, d(H) = m(H) = 2 and
whenever {hi,ha} is a generating set of H, then there exists i € {1,2} such that
Cy (h;) = {0}. In this case d(G) =2 and m(G) = 3.

3. G is cyclic and |7(G)| = 2.

By [1, Theorem 1.5], if d(G) = m(G), then 7(G) < 2, so we immediately deduce the
following corollary.

Corollary 2.0.19. [113, Corollary 1.3] If G is finite soluble group with the extension prop-
erty, then |7(G)| <3 and m(G) < d(G) + 1.

The bound |7(G)| < 3 in the previous corollary is best possible. Let H be the dicyclic
group of order 12. This group has an action on the 2-dimensional vector space V' over the field
with 13 elements and this action is irreducible and fixed-point-free: we may then consider
the semidirect product G =V x H.

From the proofs of Theorem 2.0.18 and Proposition 2.5.3, we readily deduce the following.

Corollary 2.0.20. [113, Corollary 1.4] If a finite soluble group G satisfies the extension
property, then it also satisfies the strong extension property.

To prove Theorems 2.0.17, 2.0.18 other than heavily use the concept of crowns, we proved
some Lemmas in linear algebra (see Subsections 2.5.2, 2.5.3).
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2.1 A probabilistic version of a theorem of Guralnick and Luc-
chini

2.1.1 Preliminaries
Let G be a finite group and use the following notations:

e For a given prime p, d,(G) is the smallest cardinality of a generating set of a Sylow
p-subgroup of G.

e For a given prime p and a positive integer ¢, a,+(G) is the number of complemented
factors of order p' in a chief series of G.

e For a given prime p, a,(G) = >, ap(G) is the number of complemented factors of
p-power order in a chief series of G.

e B(G) is the number of nonabelian factors in a chief series of G.
Lemma 2.1.1. For every finite group G, we have:
1. ap(G) < dp(G).
az(G) + B(G) < da(G).
If B(G) # 0, then B(G) < d2(G) — 1.
If a21(G) =0, then az(G) + B(G) < da(G) — 1.
If apa(G) = 0, then a,(G) < do(G) — 1.

9“4:\9@@

Proof. (1), (2) and (3) are proved in [99, Lemma 4]. Now assume that no complemented chief
factor of G has order 2 and let r = a(G) + S(G). There exists a sequence X, <Y, <--- <
X1 <Y of normal subgroups of G such that, for every 1 <i <r, Y;/X; is a complemented
chief factor of G of even order. Notice that S(G/Y1) = a2(G/Y1) = 0, hence G/Y] is a
finite soluble group all of whose complemented chief factors have odd order, but then G/Y;
has odd order and consequently do(G) = da(Y1). Moreover, as in the proof of [99, Lemma
4], do(Y1) > do(Y1/X1) + 7 — 1. Since |Y1/X1| # 2 and the Sylow 2-subgroups of a finite
nonabelian simple cannot be cyclic [144, 10.1.9], we deduce d2(Y7/X1) > 2 and consequently
da2(G) = da(Y1) > r + 1. This proves (4). The proof of (5) is similar.

0

Using the notations introduced in [96, Section 2], we say that a maximal subgroup M of
G is of type A if soc(G/ Coreg(M)) is abelian, of type B otherwise, and we denote by m:(G)
(respectively mZ(G)) the number of maximal subgroups of G of type A (respectively B) of
index n. Given t € N and p € 7(G), define

u*(a,o:z(zmiﬁ), z( i (G )

k>t \n>5

Lemma 2.1.2. Let t € N. Then e(G) <t + p*(G,t) + X () (G, 1)

Proof. By (2.0.3) and (2.0.1),

n>t k>t \n>2

e(G) <t+) (1—Pu(n) <t+2(z G)). O
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Lemma 2.1.3. Let t € N. If B(G) =0, then p*(G,t) = 0. If t > 5(G) + 3, then

BEB@) +1) 1
2. 5t—4

* < .

Proof. The result follows from [99, Lemma 8] and its proof. In those proofs were used

Theorem 2.0.9; this explain the implicit dependence on CFSG of our results.
O

Lemma 2.1.4. Let t € N and p € n(G). If ap(G) =0, then py(G,t) = 0.
1. If a2(G) <t —1 and a2, (G) <t —2 for every u > 1, then
a 1
H(Ght) < @
2. Let p be an odd prime. If a,(G) <t —2 then

1 1
@2 (p — 1)2°

Np(Ga t) <

Proof. The result follows from [99, Lemma 7] and its proof.
O

Let G be a finite soluble group and let A be a set of representatives for the irreducible
G-modules that are G-isomorphic to some complemented chief factor of G. For every A € A,
let 64 be the number of complemented factors G-isomorphic to A in a chief series of G,
qa = |Endg(A)], 74 = dimgpq,a)(A), Ca = 0 if A is a trivial G-module, (4 = 1 otherwise.
Moreover, for every | € N, let @4 ,(s) be the Dirichlet polynomial defined by

I+ra-Ca

QA,Z(S) =1- qArA-s
44

By [55, Satz 1], for every positive integer k we have
Pa(k) = 1] II Q) |. (2.1.1)
AcA \0<I<64—1

For every prime p dividing |G|, let A, be the subset of A consisting of the irreducible G-
modules having order a power of p and let

Pap(k) = ]I ( 11 QA,z(k)) : (2.1.2)
Ae A, \0<I<§s—1
Definition 2.1.5. For every prime p and every positive integer « let
Cpals) = H (1 — p:) , Dpals) = H (1 — pi) .
0<i<a—1 p 1<i<a p
Lemma 2.1.6. Let G be a finite soluble group and let k be a positive integer.
1. If dp(G) < d, then Pg (k) > Dy a(k).
2. If p divides |G/G'|, then Pg,(k) > Cpa(k).
3. If ap1(G) =0, then Pg (k) > Cpa(k).
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4. If da(G) < d, then Pga(k) = Coa(k).

Proof. Suppose that A, = {A1,..., A} and let ¢; = qa,, 7i = ra,, G = Ca, and §; = da,.
Recall that
Popk)= T[ Qau(k). (2.1.3)

1<i<t
0<i<é;i—1

By Lemma 2.1.1, 61 + 92 + - - - + 0 = a,(G) < dp(G), hence the number of factors Q 4, (k)
n (2.1.3) is at most dp(G). We order these factors in such a way that Qa,.(k) precedes
Qa, (k) if either i < j or i = j and u < v. Moreover we order the elements of A, in such a
way that A; is the trivial G-module if p divides |G/G'|.

1) Since D, q(k) = 0 if k < d, we may take k > d. To show that Pgp(k) > D, q(k), it is
sufficient to show that the j-th factor Q;(k) = Qa4,,(k) of Pgp(k) is greater than the j-th
factor

Dilk) =1~ %

of Dp,d(k). If j < 6y then Q](k}) = QAl,l(k) with [ = j — 1. If j > §; then Qj(k) = QAi,l(k)
for some i € {2,...,t} and [ € {0,...,0; — 1}, thus

j=01+0+ 0 +l+1>1+2

In any case, D) '
q:zCZqZ < qz S q:ﬂ‘

We have ¢; = p™ for some n; € N. Since j < d < k, we deduce that

S\ Ting .
q:zg ql q:U _ <p] ) p]

qz — ql pk — pk'
But then ‘0
. .
"¢ P’
Qj(k):1—7l k1>1——k:Dj(k).
ql p

2) Since Cp4(k) = 0 if k < d, we may take k > d. To show that Pg (k) > Cpa(k), it is
sufficient to show that the j-th factor Q;(k) = Qa,,(k) of Pg (k) is greater than the j-th
factor ,

pjfl

k
p
of Cpq(k). If ¢ = 1, then, by the way in which we ordered the elements of A,, we have
Qj(k) = Cj(k). Otherwise, as we have seen in the proof of (1), [ +2 < j so 1§ +1 <
ri+7—2<mri(j—1). Since j < d < k, we deduce that

Cj(k) =1-

riCi 1 Ti J 1) 1 riCi 1 1
q; qz < qZ < p]k and Qg(k) — qz kql >1-— pji C](k)
qz qz p qq, p

3) Assume that no complemented chief factor of G has order p. By (5) of Lemma 2.1.1,
ap(G) < dy(G) —1 < d— 1. But then, in the factorization of Pg (k) described in (2.1.3)
the number of factors is at most d — 1 and, arguing as in the proof of (1), we conclude
Peip(k) > Dya1(k) > Cpalk)

4) We may assume a2(G) # 0 (otherwise Pga(k
divides |G/G’|, the conclusion follows from (2) an

) = 1). Since ag1(G) # 0 if and only if 2
nd (3).
O
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2.1.2 Proof of Theorem 2.0.3

Proposition 2.1.7. Let G be a finite group. If all the Sylow subgroups of G can be generated
by d elements and G is not soluble, then

e(G) < d+rK*  with K < 2.750065.

Proof. Let 8 = B(G). Since G is not soluble, 5 > 0, hence by (2) and (3) of Lemma 2.1.1, we
have 1 < 8 <ds(G) —1<d—1and as(G) <d2(G) — 8 < d— 1. We distinguish two cases:
a) f <d—1. By Lemma 2.1.2, 2.1.3 and 2.1.4 and using a rather precise approximation of
> ,(p —1)72 given in [38], we conclude

(@) <d+ 2+ p*(G,d+2) + pa(G,d +2) + Y p1p(G,d +2)
p>2

11 1
<d+2+4 o+ ———— < d + 2.675065.
<d+ +20+4+§>2(p_1)2_ -

b) f =d—1. By (2) and (4) of Lemma 2.1.1, either ap(G) = 0 or a2(G) = a21(G) = 1. In
the first case pu2(G,d 4 2) = 0, in the second case m4(G) = 1 and consequently
A
my (G)
p2(G,d +2) :k;: oS > S Sy
) k>d+2 k>4

By Lemma 2.1.2, 2.1.3 and 2.1.4, we conclude

e(G) <d+2+ p"(G,d+2) + p2(G,d +2) + > pp(G,d +2)
p>2

11 1
§d+2+7+7+zmgd+2.750065. m
>2

4 8

The previous proposition reduces the proof of Theorem 2.0.3 to the particular case when

G is soluble. To deal with this case, we are going to introduce, for every positive integer

d and every set of primes , a supersoluble group Hy 4 all of whose Sylow subgroups are

d-generated and with the property that e(G) < e(H q) whenever G is soluble, 7(G) C 7 and
the Sylow subgroups of G are d-generated.

Definition 2.1.8. Let w be a finite set of prime numbers with 2 € w, and let d be a positive
integer. We define Hr 4 as the semidirect product of A with (y,z1,...,zq—1), where A is
isomorphic to Hpeﬂ\{z} C’g and (y,21,...,%q_1) is isomorphic to C§ and acts on A via x¥ =
7l 2% =x forallz € Aand 1 <i<d—1. Thus

Hpg (( 11 Cg) X 02) x 041,
per\{2}

Theorem 2.1.9. Let G be a finite soluble group. If all the Sylow subgroups of G can be
generated by d elements, then e(G) < e(Hy q), where m = m(G) U {2}.

Proof. Let H = Hy q, p € m and k € N. Let A be a set of representatives for the irreducible
H-modules that are H-isomorphic to some complemented chief factor of H and let A, be
the subset of A consisting of the irreducible H-modules having order a power of p. For every
p € 7, Ay contains a unique element A,. Moreover |A,| = p, 4, = d and (4, = 1 if p # 2,
while (4, = 0. Hence, by (2.1.2), Py (k) = Dpq(k) if p # 2, while Pya(k) = Csq4(k). By
Lemma 2.1.6, Pg (k) > Py (k) for every p € m(G). This implies

Pok)= 11 Pepk) > 1] Pup(k) = Pu(G)
pen(G) pen

and consequently e(G) = > ">0(1 — Pa(k)) < Ypso(1 — Pr(k)) = e(H).
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Definition 2.1.10. Let 7 be a finite set of prime numbers with 2 € w, and let d be a positive
integer. We set eq = sup, e(Hy q) and k = supy(eq — d).

Let m* = 7 \ {2}. Since Py,_,(k) = 0 for all k¥ < d we have

e(Hra) = (1 — PHﬂyd(k:)> =d+1+ ), (1 — Coa(k) T Dp,d(k))

k>0 k>d+1 pET*

:d+1+k>§1(11£{<d< >pgl<1:[<d<1>>
:d+1+2(1— II (1 2t+<d+1> I 11 ( ”(d“)>)

t>0 1<i<d pem* 1<i<d

We immediately deduce that e(H q) — d increases as d increases. Moreover we have

eq—d= sUp (e(Hrq) —d)

e ()

For k = d+1 the double product tends to 0, while for & > d+2 it tends to [];<;<4 ((k — I
where ¢ denotes the Riemann zeta function. Hence we get

ed——2+Z( (- )HC—Z)

k>d+2 1<i<d

27+1 ) 1<i<d

:2+Z(1_((12M‘“> H CG+0)~ )

7=1
27+l _ 9—d 1
:2+Z(1—(2j+1_1> 41‘[ 4C(n) .
j>1 14+j<n<d+j

Let ¢ = [ocn<oo ¢(n)™'. Since eq — d increases as d grows, we get

K= hm eq—d
d—oo

(G B )

b b L)

Using the computer algebra system PARI/GP [133], we get

(1 - <1+ ST ) I ¢ ) ~ 2.752395.

2<n<y

K:2+<1—§-C>+Z

j>2

Combining this result with Proposition 2.1.7 and Theorem 2.1.9, we obtain the proof of
Theorem 2.0.3.
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2.1.3 Proof of Theorem 2.0.4

To prove Theorem 2.0.4 we need prove the preliminar result below.

Theorem 2.1.11. Let G be a finite soluble group. There exists a finite supersoluble group
H such that

1. n(H) = n(G),

2. Pg(k) > Py(k) for allk € N,

3. dy(G) > dy(H) for all p € 7(G),
4. 7(G/G") Cn(H/H).

Proof. Let m(G) = {p1,...,pn} with p; <--- <p,. Forie {1,...,n}, set m; = {p1,...,pi}
We will prove, by induction on 4, that for every i € {1,...,n} there exists a supersoluble
group H; such that 7w(H;) = m; and, for every j < i,

1. Py, p, (k) < Pgyp,(k) for all k € N,

2. dy, () < dy, (G),

3. if Cp, is an epimorphic image of G, then C), is an epimorphic image of H;,
4. m;N7(G/G") C n(H;/H)).

Assume that H; has been constructed and set p = p;41 and d), = dp(G). We distinguish two
different cases:
1) Either p divides |G/G’| or G contains no complemented chief factor of order p. We consider
the direct product H;11 = H; X Cg”. Clearly Py, ,p,(k) = Pu,p,(k) < Pgp, (k) if j <.
Moreover, by (2) and (3) of Lemma 2.1.6, Py, (k) = Cpa,(k) < Pgp(k).
2) p does not divide |G/G’| but G contains a complemented chief factor which is isomorphic
to a nontrivial G-module, say A, of order p. In this case G/Cg(A) is a nontrivial cyclic
group whose order divides p — 1. Let ¢ be a prime divisor of |G/Cg(A)| (it must be ¢ = p;
for some j < 4). Since ¢ divides |G/G’|, we have that ¢ divides also |H;/H]|, hence there
exists a normal subgroup N of H; with H;/N = C, and a nontrivial action of H; on C,
with kernel N. We use this action to construct the supersoluble group H;41 = Cffp x H;.
Clearly Pu,,,p;(k) = Pu,p;(k) < Pgp,(k) if j < i. Moreover, by (1) of Lemma 2.1.6,
PHi+1,P(k7) = Dp,dp(k) < PG,p(k:)'
We conclude the proof, noticing that H = H,, satisfies the requests in our statement.
]

Proof of Theorem 2.0.4. Let m = w(G). By Theorem 2.1.11, there exists a supersoluble group
H such that n(H) =, d,(H) < d for every p € m and Pg(k) > Py(k) for every k € N. In
particular e(G) = 3 24~0 (1 = Pa(k)) < >kso (1 — Pu(k)) = e(H).

Since H is supersoluble, if A is H-isomorphic to a chief factor of H, then |A| = p for some
p € mand H/Cy(A) is a cyclic group of order dividing p — 1. If p is a Fermat prime, then
H/Cg(A) is a 2-group and, since |H| is odd, we must have H = C(A). This implies that if
p € m is a Fermat prime, then Py (k) = Cp, 4, 1) (k) > Cpa(k). For all the other primes in
7, by (1) of Lemma 2.1.6 we have Py (k) > Dy, 4(k). Therefore, denoting by A the set of the
Fermat primes and by A the set of the remaining odd primes, we get

PH(k) - H PH7p(k) > HCp,d(k) H Dp,d(k)-

peE™T pEA pEA
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It follows that

e(H) =3 (1 - P(k))

k>0
STl (-% )T I ()
k>0 pEA 1<i<d pi% 1<i<d
p

g (-5 (-5
_d+1—|—Z(1—H 11 <1 d+1>H 11 ( M))

t>0 peN 1<i<d peA 1<i<d
Let
’i
SEDVI (01 1 (RPN D 9 1 (R B
t>0 peA 1<i<d peA 1<i<d

It can be easily check that &4 increases as d increases. Let
1\t 1
b= H 1- on 5 c= H ¢(n)
1<n<oo 2<n<oo

and let A* = {3, 5, 17, 257, 65537} be the set of the known Fermat primes. Similar
computations to the ones in the final part of Subsection 2.1.2 lead to the conclusion

b-c
Fa < 3= (1 bH(l—)H(lerJH > I1 ¢(n )
eA j>2 1<n<j 2<n<j
b-c
<3 o T] (1= 50) T (14— )e I o)
2 pEA*p j>2 1<n<j pEA* p 2<n<j
Let
. b-c
F=3-— Hp +Z<1 bH(l—)H<1 pa+1 ) 11 ¢n )
pEA* j>2 1<n<j pEA* 2<n<yj
With the help of PARI/GP, we get that & ~ 2.148668. O

2.1.4 Proof of Theorem 2.0.5
It follows some necessary preliminary results.

Theorem 2.1.12. [83, Corollary] If G is a p-subgroup of Sym(n), then G can be generated
by |n/p| elements.

Theorem 2.1.13. [116, Theorem 10.0.5] The chief length of a permutation group of degree
n is at most n — 1.

Lemma 2.1.14. If G < Sym(n) and n > 8, then 3(G) < |n/2] — 3.

Proof. Let R(G) be the soluble radical of G. By [69, Theorem 2] G/R(G) has a faithful
permutation representation of degree at most n, so we may assume that R(G) = 1. In
particular soc(G) = S1 X - -+ x S, where Si,..., S, are nonabelian simple groups and, by [51,
Theorem 3.1], n > 5r. Let K = Ng(S1) N--- N Ng(Sy). We have that K/soc(G) is soluble
and that G/K < Sym(r), so by Theorem 2.1.13, 5(G/K) < r — 1 (and indeed 8(G/K) =0
if r <4). But then 5(G) <2r —1<2|n/5] —1ifr > 5, 5(G) <r < |n/5] otherwise. O
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Lemma 2.1.15. Suppose that G < Sym(n) with n > 8. If G is not soluble, then
e(G) < |n/2] + 1.533823.

Proof. Let m = |n/2|. By Theorem 2.1.12, d2(G) < m. Since G is not soluble, we must
have 5(G) > 1. By Lemma 2.1.14, 8(G) < m — 3, hence, by Lemma 2.1.3, p*(G,m) < 1/4.
By (2) and (4) of Lemma 2.1.1, ag(G) < m — 1 and a2,(G) < m — 2 for every u > 1,
hence, by Lemma 2.1.4, po(G,m) < 1. If p > 5, then, by Theorem 2.1.12, m — a,(G) >
m — d,(G) > m — |n/5] > 3 so, by Lemma 2.1.4, u,(G,m) < (p(p — 1)?)~. Since n > 8 we
have m — a3(G) > m — |n/3| > 2 if n # 9. On the other hand, it can be easily checked that
a3(G) < 2 for every non-soluble subgroup G of Sym(9), so m — ag(G) > 2 also when n = 9.
But then, again by Lemma 2.1.4, us3(G,m) < 1/4. It follows that

e(G) < m o+ (Gom) + pa(Gom) + ps(Gom) + 3 (G m)

p>3
<miirieiey bty L cpissses. O
ST T2 T =Ty nn_12z =" '
4 4 p25p(p 1) 2 n25n(n 1)

Lemma 2.1.16. Suppose that G < Sym(n) with n > 8. If G is soluble and a2 1(G) < [n/2],
then
e(G) < [n/2] +1.533823.

Proof. Let a = a21(G), a* = > ;51 a0,(G) and m = |n/2]. Notice that o < m — 1 by
Lemma 2.1.1 (4). Set

k>t k>t \n>2

mA méh
M?,l(G7 t) = Z 22]£G)’ MZQ(G’ t) = Z (Z 22n(kG)) ’

We distinguish two cases:
a) ag,(G) < m — 1 for every u > 2. Since m§'(G) = 2% — 1, we have
2¢ 1
p21(G,m) < Z 9%k = gm—a—1 <1

k>m

Moreover, arguing as in the proof of [99, Lemma 7], we deduce that

1
M272(G7m) < om—ar—1 <1l
Notice that if @« = m — 1, then o* < 1 and consequently p22(G,m) < 227™ < 1/4. Similarly,
if o = m — 1, then a < 1 and p21(G,m) < 227 < 1/4. If follows that us(G,m) =
p2.1(G,m) + p2.2(G,m) < 5/4. Except in the case when n = 9 and a3(G) = 3, arguing as
toward the end of the proof of Lemma 2.1.15, we conclude that

e(G) <m+ pa(Gym) + pz(Gym) + Y pp(G,m)
p>3
< +5+1+Z L <t 1533823
<m-+-+4+- —<m . .
44 Splp-1)

It remains to deal with the case when G is a soluble subgroup of Sym(9) with a3(G) = 3.
This occurs only if G is contained in the wreath product Sym(3)wrSym(3). In particular
az(G) < 3. If ay(G) < 2, then, by Lemma 2.1.4,

1

1
e(G) <5+ pa(G,5) + pu3(G,5) <5+ + 7 =55
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We have as(G) = a3(G) = 3 only in two cases:
Sym(3) x Sym(3) x Sym 3, ((1,2,3),(4,5,6),(1,4)(2,5)(3,6), (1,2)(4,5)) x Sym(3).

In this two cases, G contains exactly 16 maximal subgroups, 7 of index 2 and 9 of index 3.
But then
mQ(G) 7 1
e(G)§4+22—k+ZT_4+Z +23k A 5+ 5 ~ 5.041667.

k>4 k>4 k>4 k>4

b) ag,(G) =m — 1 for some u > 2. In this case m3'(G) < 1, so

p21(G,m+1) < Z % =

k>m—+1

Moreover, by [99, Lemma 5], m4.(G) < 2¢@2+(@)+¢ hence

A uo, ¢+ (G)+u
an(G) m2u 2 2.t
p22(G,m+1) = Z (Z oF ) — Z e Z
k>m+1 \n>2 k>m—+1 k>m+
um 1 1
<2 SETw i<y
k>m+1

If p > 5, then m — a,(G) > 3 so, by Lemma 2.1.4, u,(G,m + 1) < (p(p — 1))~2. Moreover
m — a3(G) > 2 (notice that there is no subgroup of Sym(9) with a3(G) = 3 and ag,(G) =3
for some u > 2), so, again by Lemma 2.1.4, u3(G,m + 1) < 1/12. It follows that

e(G) <m+1+ p21(Gym+ 1) 4 poo(Gym + 1) + ps(Gym +1) + > pp(Gom + 1)
p>3

1 1 1 1
< 1 —_ 5 < 1.484316. U
mAlt et gt +§>5p2(p 7 < 48+§ e S
When G < Sym(n) and n < 7, the precise value of e(G) can be computed by GAP [53]

using the formula (2.0.4). The crucial information is gathered in the following lemma.

Lemma 2.1.17. Suppose that G < Sym(n) with n < 7. Either e(G) < |n/2] + 1 or one of
the following cases occurs:

1. G = Sym(3), n =3, e(G) =29/10;

2. G=(CyxCyyn=4, e(G)=10/3;

G = Dg, n =4, e(G) =10/3;

G = Cy x Sym(3), n = 5, e(G) = 1181/330;

G =0y xCy xCyn=06,eG)=94/21;

G =Cy x Dg, n =6, e(G) =94/21,

G2 Cy x Cy x Sym(3), n = 7, e(G) = 241789/53130;

ST S S B

G = Ds x Sym(3), n =7, e(G) = 241789/53130.

Theorem 2.1.18. Let G be a permutation group of degree n # 3. If ao1(G) = |n/2], then
e(G) < [n/2] + v, with v ~ 1.606695.
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Proof. Let m = [n/2|. We have that as1(G) = m if and only if C3" is an epimorphic image
of G. If C3" is an epimorphic image of G, then, by the main theorem in [?], the group G is
the direct product of its transitive constituents and each constituent is one of the following:
Sym(2), of degree 2, Sym(3), of degree 3, Cy x Cy, Dsg, of degree 4, and the central product
Dg o Dg, of degree 8. Consequently:

cy if n=2m,

G/ Frat(G) ~ . )
Cy" " xSym(3) ifn=2m+1.

And so, by 2.1.1),

i n—2m
Pa(k) = Poymavcey(k) =[] <1 - ;) (1 — ;) .

0<i<m—1

Setting n = 0 if n is even, n = 1 otherwise, we have

o-ganmeg (i 1 (-2)0-3))

k>0 k>0 0<i<m-—1
21 3\"
k>m 0<i<m—1
1 3 \"
_m@(l_ N (I_W)(1_3j+m)).
>0 1<i<m
Set
1 3 \"
2 (1 I () ()
7>0 1<I<m

Clearly wy, o increase with m. On the other hand, if m > 4 and j > 0 then

1 ! 1 3 V(13
o )3t ) S 5

and so w1 < w11 if m > 4. Moreover

lim wp,1 = lim w0 ~ 1.606695.
m—r0o0 m—r0o0

But then e(G) < m + 1.606695 whenever m > 4. The value of e(G) when n is small is given
by the following table (that indicates also how fast e(G) — m tends to 1.606695).
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e(G)
2

29
29 = 2.900000
1~ 3.333334

1181
81 3.578788

94
51 ~ 4.476191

241789
ALT89 4 550894

9~ 5.542857
4633553
s ~ 5.566699

7134

3227369181
190265030 ~ 0-582895

74126
T 7.590988

6399598043131
812767133670~ (093554

10663922
0663922 ., 8.598862

70505670417749503
15 8198607229768494 " 8.599713

O |l ||l |o|kx |w | v |3

—_
o

—_
—_

—_
[\]

—_
w

—_
S

From the information contained in this table, we deduce that e(G) < m + 1.606695, except
when G = Sym(3). O

Combining Lemmas 2.1.15, 2.1.16, 2.1.17, and Theorem 2.1.18, we obtain the proof of
Theorem 2.0.5.

2.2 A probabilistic version of a theorem of Kovacs and Sim

2.2.1 Peliminaries

Let G be a soluble group. If M is a maximal subgroup of G, clearly soc(M /M) is a chief
factor of G and, being G soluble, it is abelian. Further, M /Mg is a complement of soc(M/M¢)
in G. Let A(G) be a set of representatives of the irreducible G-modules that are G-isomorphic
to some chief factor of G having a complement and, for every V € A(G), let Xy (G) be the
set of maximal subgroups M of G with soc(G/M¢) = V. Recall form Section 1.2 that the
V-crown of G, soc(G/Ra(V)) = Ig(V)/Ra(V) = Ca(V)/Rc(V), is G-isomorphic to a direct
product of dg(V') copies of V. Further, we recall that dg(V) (the V-rank of G) coincides
with the number of complemented factors in any chief series of G that are G-isomorphic to
V. In particular G/Rq(V) =2 V9¢(V) x H, with H = G/Cq(V). Now, set qg(V) = | Endg V|,
eq(V) =0if V is a trivial G-module, and eg(V') = 1 otherwise. We have that

(q(;(V)‘sG(V) _ 1) V()

(2.2.1)

(see [56]).

For a finite soluble group X, denote by 3,(X) denotes the set of the maximal subgroups
of G whose index is a p-power. Now, let A,(G) be the set of the irreducible G-modules
V € A(G) whose order is a p-power, and let H be a subgroup of G containing a Sylow
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p-subgroup of G. We want to compare X,(G) and X,(H). Fix V € A,(G), let 6 = éq(V),
q=qc(V), R= Rg(V). Moreover set G = G/R and H = HR/R. We have

G2V x X with X < AutV.
Since H contains a Sylow p-subgroup of G, V? < H and, by the Dedeking law,
H=GNnH=V°XNH=VXnH),
hence
H=2V°xY withY = X N 1H.

Now let U be an irreducible H-module that can be obtained as an H-epimorphic image of V'
(viewed as an H-module) and define

Qu={Z<uyV|V/Z=gU}, Ju:= () Z
ZeQy

There exists t € N such that V/Jy =y Ut and 6* := §5(U) > t- 4. Notice that if Z € Qp and
a € F =EndgV, then Z%" = Zhe = 7% for every h € H, i.e. Z® <y V. Moreover, if o # 0,
then the map
VIZ -V/Z“
v+ Z =0t +Z°
is an H-isomorphism, so V/Z 2y V/Z% and Z° € Q. It follows that Jy is F-invariant and
there is a ring homomorphism

F — Endy(V/Jy) = Endy (UY) & My (Endg U).

Let » = |Endy U] and suppose F* = (a). We have that (a) < GL(t,7) and this implies
la] < r! — 1. In particular

g<r'. (2.2.2)
Notice that 5 s )
ro —1 rt¢—1 r’—1
So(H)| = T U 2 S U + Ul (2:2:3)

where b :=§* —t- 0. Set

rtd 1

pv = Bv(G), pvy = —— U]
We have
5 ¢ 5 £
py (@ =DIVIV =1 5t (r° = [U|
W < <fd-1<mt 1< I . (224
R ED RS e =1 < (224

2.2.2 Proof of Theorem 2.0.6

Lemma 2.2.1. Let G be a finite soluble group, and let n > 2. Then G has at most n core-free
mazximal subgroups of index n.

Proof. We can assume that there exists M a core-free maximal subgroup of G of index
n. Hence G is a monolithic primitive group of type I. That is, G has a unique minimal
normal subgroup N. Clearly NM = G, and since N is abelian and minimal normal in
G, then NN M = {1}. Now, the number of core-free maximal subgroups of index n is
equal to the number of complements of N in G. Since all core-free maximal subgroups of a
primitive soluble group are conjugate ([70, II, 3.2 and 3.3]), the number of complements of
N in G is equal to |G : Ng(M)|, that is the number of conjugates of M in G. Evidently
|G : Na(M)| < |G : M| = n, as required.

O
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Lemma 2.2.2. If G is a finite soluble group, then M(G) < v(G) + 2.5.

Proof. By [96, Proposition 1.2], there exists a constant -y such that M(G) < v(G)++ for every
finite group G (see 2.0.7 for the explicit value of ). From the proof of [96, Proposition 1.2],
it turns out that v < b+loge, where b must be chosen such that, for every finite group X and
every n > 2, X has at most n® core-free maximal subgroups of index n. As it is noticed in [96],
from Theorem 2.0.9, it is sufficient take b = 2. However, by Lemma 2.2.1 every finite soluble
group X and every n > 2, X has at most n core-free maximal subgroups of index n. So in the
soluble case, we can take b = 1 and consequently M(G) < v(G)+1+loge < v(G)+2.5. O

Proof of Theorem 2.0.6. Set

ac(t) = Z mn(tG)’ aG,p(t) = Z mpuﬁG)y bp(t) = Z M.

u-t u-t
n>2 u>1 p u>1 p

For every V € A,(G), let U € A,(G)) be an irreducible Gp-module that can be obtained as
a Gp-epimorphic image of V. By 2.2.4), for ¢t > 1, we have

pv \U | v, v
agp(t) = Z W < Z V-1 < Z U2 < by(t —2).
Ve (Q) VeA(Q) Ve (G)

By Lemma 2.2.2,
M(Gp) <V(Gp) +y<d+25=c

It follows that
10g(mp“ (Gp))

< c,
log(p¥)

and consequently
mypu (Gp) < p*°.

We deduce

C

aa(t) =3 agp(t) < S bt —2) <3 ——.

o

It follows that

1 mn(Q) ot
RS B € B el < Dot
< G n>2 n>2
Thus, if ¢ > ¢+ 4.02, we deduce that
<1
1—Pg(t) <) —55 = ¢(2.02) —1
n=2 n
which is smaller than % ]

2.2.3 Proof of Theorem 2.0.7
For a real number n > 1, let us define
. 1
vy(G) = mln{k eN ‘ Pg(k) > 77} .

The argument used by Lubotzky to bound v(G) = v.(G), can be adapted to bound v,(G),
for an arbitrarily value of . The proof is essentially the same, but for the sake of clarity, we
prefer to give the details.
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Lemma 2.2.3. v,)(G) > M(G) —b—logn > M(G) — 2 —logn.

Proof. Let {N;} be an enumeration of all cores of maximal subgroups of G (each core occuring
only once). For each N; choose a maximal subgroup M; whose core is N;. Let C),(G) be the
number of the maximal subgroups of index n obtained in this way. The events M} in G*
are pairwise independent and from the quantitative version of the Borel-Cantelli lemma (see
appendix A.1), one deduces that

- —k
;_:2 Onl@n ™ < Py(G)

and in particular,

Taking k = V,(G) we get that

Now, Theorem 2.0.9 implies that
mn(G) < Cr(G)n®.

Hence, m,,(G) < n-nYn(@)+0 Tt follows that

M(G) = sup log ma(G) ma(G)

< G b+1 O
SUD g Vu(G) +b+logn

The proof of Theorem 2.0.7 follows combining the following two Lemmas.
Lemma 2.2.4. [M(G)] —4 < e(G).
Proof. By Lemma 2.2.3, for every positive integer ¢, we have
Voi (G) > M(G) — b —log(2) > M(G) — 2 —i.
In particular if k = [M(G)]—3—1, then Pg(k) < 27% Let m = [M(G)]. It follows from 2.0.3)

that
e(G) > (1-Pek) > > (1-2k(m9)
0<k<m—4 0<k<m—4
=m—-3-> 27>m-3-) 27=m—-4, O
1<j<m—3 jz1

as required.

Lemma 2.2.5. ¢(G) < [M(G)] + 3.

Proof. Let m = [M(G)] and k = m + t with ¢ a positive integer. As it is noticed in [97,
(11,6)] we have
nM

mn(G) (@) n™ 1
1—Pg(k) < —= < — < < —.

Hence

e(G)=> (1—Pglk)) <m+2+ > (1-Pak)

k>0 k>m+2

cmt2+Y (z) e (z (z>)

u>2 \n>2 n>2 \u>2

n 1
P SpL Y | S Y
= n?(n—1) ( n(n+1))

n>1
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Corollary 2.2.6. If G is a finite soluble group, then
[IM(G)] =3 <e(G) < [M(G)] + 3.

Proof. By Lemma 2.2.1, in Lemma 2.2.4, we are allowed to take b = 1. O

2.2.4 Proof of Theorem 2.0.8

Lemma 2.2.7. Let G be a finite soluble group. There exists a prime divisor p of the order of
G and a positive integer a such that mp.(G) = p M) If H is a subgroup of G containing
a Sylow p-subgroup of G, then M(G) < M(H) + 3.

Proof. Let m = M(G). Since the maximal subgroups of G have prime-power indices, there
exists a prime divisor p of the order of G and a positive integer a such that mp.(G) = p*™.
Let H be a subgroup of G containing a Sylow p-subgroup of G and let u = M(H). It follows
from 2.2.4 that

pa-m = Mya (G) < Zpa—i-bmpb (H) < Zpa—i-bpb-u < p3~a+u~a7
b<a b<a

hence m < 3 + pu. O

Proof of Theorem 2.0.8. By Lemma 2.2.7, there exists a prime divisor p of G, such that
M(G) < M(G,) + 3. But then we deduce from Corollary 2.2.6, that e(G) < [M(G)] + 3 <
[M(Gp)] + 6 < e(Gp) +9. O

2.2.5 Proof of Proposition 2.0.10

Let h = d2(G) be the smallest cardinaly of a (topologically) generating set of a 2-Sylow
subgroup of G. By Lemma 2.1.1(3) (indeed a consequence of the Tate’s p-nilpotency criterion
[70, page 431]), for every open normal subgroup N of G, a chief series of G/N contains at
most h— 1 non-abelian factors. This implies that GG is virtually pro-soluble, and consequently
G is PFG by [114, Theorem 10]. This concludes our proof.

2.3 Comparing the expected number of random elements from
the symmetric and the alternating groups needed to gen-
erate a transitive subgroup

2.3.1 Preliminaries

Let A = (X, <) be a finite poset. Recall that the Mobius function pup on the poset A is the
unique function py : X x X — Z, satisfying u(x,y) = 0 unless x < y and the recursion

formula
1 ifz=-z,
Z MA(yvz) =

r<y<s 0 otherwise.

Let G < Sym(n). Recall that, if x = (2;,,),,cy is @ sequence of independent, uniformly
distributed G-valued random variables, then

Tan = min{t > 1| (x1,...,2¢)is a transitive subgroup of G} € [0, +00].
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Notice that 7, > t if and only if (x1,...,2) is not a transitive subgroup of G, so we have
that
P(rgn >t) =1— Pr(G,1).

Recalling that e7(G) is the expectation of the random variable 7¢ ,,, we get that

er(G) = ZtP(TG’n =t)= Z (Z P(rgn = m))

t>1 t>1 \m>t (2.3.1)
= ZP(TGJL > t) = ZP(TG,n > t) = Z(l - PT(th))'
t>1 t>0 t>0

Let Xz be the set of intransitive subgroups of G, let Zg be the set of subgroups of
G that can be obtained as the intersection of maximal element in the poset Xy, and let
Ja =Zg U{G}. In [46] it was proved that

MT,G(H7 G)

PT(G7t): |GH|t 9

HeJa

where p7 ¢ denotes the Mobius function on the lattice L7(G) = Xg U {G}. So, in order to
compute the function Pr(G,t) it is necessary to have information about the subgroups in
Jg- Let P, be the poset of partitions of {1,...,n} ordered by refinement. The maximum 1
of P, is {{1,...,n}} and the minimum 0 is {{1},...,{n}}. The orbit lattice of G is defined
as follows

Pn(G) = {o € P, | the orbits of some H < G are the parts of o}.
If o ={Q,...,Q} € Py, then we define
G(o) = (Sym(€q) x --- x Sym(Q)) N G.

If 0 € P,(G), then G(o) is the maximal element in the lattice of those subgroups of G whose
orbits are precisely the parts of 0. Notice that H € Jg if and only if there exists o € P, (G)
with H = G(0); moreover px(G(0),G) = pp, () (0, 1), so

A~

pp, (o, 1)
Pr(Gt)= Y (2.3.2)
vernicy |G+ Gl

2.3.2 Proof of Theorem 2.0.11

From now on, we assume n > 3, we let Pa,, be the subset of P, consisting of the partitions
of {1,...,n} into n — 1 parts (one of size 2, the others of size 1) and we let P3,, = P2, U{0}.
The following two lemmas are immediate but crucial in our computation.

Lemma 2.3.1. P,(Sym(n)) = P, and P,(Alt(n)) =Py, \ Pan.
Lemma 2.3.2. If o € P, \ P3,,, then

1. pp,symn)) (1) = pp, (ar(n)) (0, 1) = pp, (0, 1);

2. [Sym(n) : Sym(n)(o)|=[ Alt(n) : Alt(n)(o)|.
Lemma 2.3.3. We have

1. MPn(Sym(n))(Oa i) = (_1)n—1(n - 1)';
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A A

1)"2n)
2. pp,(att(n))(0,1) = (=1)"~ L — 1)1+ CL2 20t

Proof. We use the following known result (see for example [155], p. 128):

pp, ({0, ..., 0} 1) = (=) Y(k - 1) (2.3.

This immediately implies Mpn(sym(n))(ﬁ, 1) = pp, (0,1) = (=1)""1(n — 1)!. Moreover

1p,, (Ats(n)) (0, 1) = — > e, anm) (o)== > up,(o,1)
oc€Pn(Alt(n))\{0} oepn\PS,n
=— > pp, (o) + D> pp,(o
oeP\{0} 0EPan
0€P2
—(_ n—1 _ | n _1\n—2 _ |
()" (n—1)+ (n—2>( )" *(n —2)!
—1)"2nl
—(—1)" Yn— 1) + ()2” O

Proof of 2.0.11) in Theorem 2.0.11. For every t € N, let

mn,t)= > PPa(sym(n)) (1) - (n) (=1)"2(n—2)128  (=1)""%(n!)2!

ey | Sym(n) : Sym(n)(o)] 2 (n!)t 2(n!)t ’
n 1P Symn (0, 1) (=1 Y(n—1)!
) = TS ym(n) - Sym(m) O)F CI
B MPn(Alt(n))(O 1) - e M 2 ¢
108 = ) - Al O <(_1) =Dl )(m) '

Note that to compute the values of 11,72, 73 we used 2.3.3) and Lemma 2.5.7.
From 2.3.2), Lemma 2.3.1 and Lemma 2.3.2, we deduce that

34

3)

m(n o MPn(Sym(n))(o- i)
Prismm =" 2. [Sym(n): Sym@(oF
_ PPa(alt(n)) (05 1) pp, (0, 1)
crePnZAlt | Alt(n) : Alt(n) (o)’ +g€p2!n(sym(n))|8ym(n) Sym(n)(o)|*
:U"Pn(Sym(n))(O D wpaanm)(0,1)
| Sym(n) : Sym(n)(0)[f [ Alt(n) : Alt(n)(0)[*
= Pr(Alt(n),t) + m(n,t) + n2(n,t) — n3(n,t)

(-1 = D2~ 1)

(n!)t =

= Pr(Alt(n),t) +
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Proof of 2.0.11) in Theorem 2.0.11. Using equation 2.3.1) we obtain that

er(Sym(n)) — e7(Alt(n) = 3 (Pr(Alt(n), #) — Pr(Sym(n),1))

t>0

)" (n - 1)1(2t -1
_y (D <n!t>< )
= (n!)

(_1)”+1(n - (n'n—' 2 n!n—! 1)
B (—=1)"* nl(n —1)!
=D -2) -

2.3.3 Proof of Theorem 2.0.12
Lemma 2.3.4. Let € =0 if n is even, e =1 if n is odd. Then

% 1 9 3n
co_ .
er(Alt(n)) <2 n+n_1+n(n—1)—2+n(n—1)(n—2)—6

Proof. Since an element of Alt(n) generates a transitive subgroup if and only if it is a cycle of
length n, we have that Pr(Alt(n),1) = 2¢/n. Now, let t > 2and let Y = (z1...,2¢) < Alt(n).
If Y is contained in an intransitive maximal subgroup, then Y is contained in a subgroup
conjugate to Sym(k) x Sym(n — k) for some 1 < k < L”T_lj Let k € {1,...,n — 1}. The
probaliilitty that Y is contained in a subgroup conjugate to Sym(k) x Sym(n — k) is bounded
by (7). So

1-t
1— Pr(Alt(n),t) < (Z) .

1—t 1-t
n nifin
> <3 -
k& —2\3
3<k<[ 25t |

er(Alt(n)) = 3"(1 - Pr(Ali(n),1))

Notice that

Hence

t>0
= (1 — Pr(Alt(n),0)) + (1 — Pr(Alt(n),1)) + > _ (1 — Pr(Alt(n), t))
t>2
9 1—-t 1-t
<o Xy fae (M)
< n+t§< +<2> +2<3> )
—po 2y Lo 1
T Tam1 T -1 2(p) -1
g 2 L 2 3n .

n—1 nn-1)—-2 +n(n—1)(n—2)—6'
Proof of Theorem 2.0.12. Let

(=D al(n — 1)
f) = = =2)
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In [109, Section 5] it has been proved that lim,_,o e7(Sym(n)) = 2. This implies

lim_er(Alt(n)) = lim (e(Sym(n)) — f(n) = lim er(Sym(n)) — lim f(n) = 2.

n—oo

Moreover, again by [109, Section 5], if n > 2, then
2 < er(Sym(n)) < er(Sym(4)) ~ 2.1033. (2.3.4)

The values of er(Alt(n)) and er(Sym(n)) when n € {3,4} have been discussed in the in-
troduction. So we may assume n > 5. Notice that |f(n)| is a decreasing function and that
f(n) <0if n is even, f(n) > 0 otherwise.

Assume that n is even:

er(Alt(n)) = ey (Sym(n)) — f(n) > 2 - f(n) > 2,
er(Alt(n)) = er(Sym(n)) — f(n) < er(Sym(4)) — F(4) = er(Alt(4)).

Assume that n is odd: it follows immediately from Lemma 2.3.4, that er(Alt(n)) < 2 if
n > 9. Moreover

2205085 1493015628619946854486
Alt = ~ 1.8842 Alt = ~ 1.9158.
er (Alt(5)) 1170324 8842, er(Alt(7)) 779316363245447358045 9158
Finally
1440 3
er(Alt(n)) = er(Sym(n) = f(n) 22— f(5) 22— =) > = = er(Al(3)). O

2.4 Maximal size of independent generating sets of finite groups

Proposition 2.4.1. Let G is a finite nilpotent group. Then m(G) = 3 cx() dp(G)

Proof. Since G is a finite nilpotent group, then G = P} X --- x P, where Pj,..., P, are the
Sylow subgroups of G. Since P; is a p;-group and from [1] m(P;) = d(P;), the result follows
from the fact m(G) = m(Py) + - -- + m(P;) (see [105]). O

Proof of Theorem 2.0.15. In [104], it is proved that m(G) = X cr(a) @p(G), where ap(G) is
defined according with the notation of Subsection 2.1.1, Now, Lemma 2.1.1 yields o, (G) <
dp(G). Therefore m(G) < 3 cr(a) dp(G) = 0(G). O

2.4.1 A result on the order of a finite simple group

Theorem 2.4.2. Let S be a simple group of Lie type. There exist two different primes
dividing |S| but not |Out(S)|.

Proof. Let S = L(q) be a simple group of Lie type defined over the field with ¢ elements,
where ¢ = p' and p is a prime number. From Burnside’s theorem, |7(S)| > 3. From [67], if
|7 (S)| = 3, then

S € {A1(5), AL (7), A1(8), A1(17), A2(9), A2(3),2 Ax(3),%A3(2)},

and for these groups the theorem holds by a direct inspection. Therefore, for the rest of the

proof we may suppose
|7(S)| > 4. (2.4.1)

In particular, the result immediately follows when |7(Out(S))| < 2 and hence we may suppose
|7 (Out(S))| > 3.
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The order of L(q) has the cyclotomic factorization in terms of ¢ :

1 T
|L(q)| = aqh IT @m(a)™,
meA

where ®,,(q) is the m-th cyclotomic polynomial and A, d, h and 7, are listed in Tables L.1,
C.1 and C.2 of [81].

Suppose that S # D4(q) and that S is untwisted. From [143, page 207], if [ > 2 and
m > 1 are integers such that [+ is a primitive prime divisor of (lt)m — 1, then l,,.+ divides
®,,(I'). From this and from Zsigmondy’s theorem, we conclude that, except for the six cases
listed below, there exist 4,7 € A with 2 < ¢ < j such that x := p;; and y := p;; are distinct
primitive prime divisors. In particular, z and y are odd divisors of |S| and are relatively prime
to ¢ — 1 because ¢ > 2. Moreover, by Lemma 1.3.3, z =y =1 mod ¢t and hence x and y are
relatively prime to ¢. In particular, z and y are our required primes. (The case S = D4(q)
is special in this argument because 3 is (potentially) an odd prime divisor of |Out(S)| not
arising from field automorphisms.)

We are going to analyze the groups for which the existence of z and ¥ is not ensured from
the previous argument.

1. § = Az(q) and ¢ is a Mersenne prime: in this case |Out(S)| =2 - (¢ — 1, 3) is divisible
by at most 2 different primes, contradicting |7 (Out(S))| > 3.

2. S = As(4) : in this case 5 and 7 are the required primes.

3. S = Ai(q) : we may assume t > 5, otherwise |7(OutS)| < 2. Now, the existence of
x = p; and y = po is ensured by Zsigmondy’s Theorem.

4. S = Bs(q) with ¢ a Mersenne prime: in this case |7(Out(S))| = 1, a contradiction.
5. S = B3(8): in this case 5 and 7 are the requested primes.
6. S = G2(q) with ¢ a Mersenne prime: in this case |7(Out(S5))| < 2, a contradiction.

It remains to deal with the case S = D4(q) and with the twisted groups of Lie type.

Suppose S = Dy(q). Since 3 divides |Out(S)|, the previous argument fails exactly when
the primitive prime divisor « or y is 3. The existence of x = poy, y = psr and z = pg. is
ensured when ¢ ¢ {2, 8} and when ¢ is not a Mersenne prime. When ¢ = 2, the result follows
since |Out(S)| = 6; when ¢ = 8, we have that ¢ = 3 does not divide y and z; therefore y and
z are prime numbers satisfying our statement . When ¢ is a Mersenne prime, if ¢ # 3, then ¢
and z are prime numbers satisfying our statement; if ¢ = 3, then 5 and 7 are prime numbers
satisfying our statement.

Assume S € {2B2(q),2G2(q),%F4(q)}. In these cases we have |Out(S)| = ¢, so we may
assume that ¢ is not a prime. Since the existence of x = p;; and y = p;; is ensured by
Zsigmondy’s Theorem, for two different elements ¢ and j of A, we are done.

If S =3Dy(q) and ¢ ¢ {2,8} and ¢ is not a Mersenne prime, then we can take = po
and y = pe+ (notice that |Out S| divides 3 -¢). When ¢ = 2 or ¢ = 8 or ¢ is a Mersenne
prime, then |Out(S)| is divisible only by 3, against our assumption.

If S =2FEs(q), then we can take x = pg.; and y = p12.4 (notice that |Out(S)| divides 6 - t).

If S =2D,(q), then |Out(S)| divides 8-t. So, when ¢ = 2 or when ¢ is a Mersenne prime,
the result holds since |Out(.S)| has only one prime divisor. For the remaining cases, we can
take r = pyy and y = pg.¢-

Finally assumeS = 24,,(¢). In this case |Out(S)| =2-t-(n+1,¢+1). If n > 3 and q # 2,
then we can take x = pyy and y = pgs. When g = 2, we have |7(Out(*4,(2)))| < 2, which
is a contradiction. We remain with the case S = 245(q). The group S = 2A45(3) was already
analyzed, so we can suppose ¢ > 4. Now |[Out(S)| =2-¢-(3,¢+ 1), so we may assume ¢ # 1.
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If (3,¢g+ 1) = 1, we may assume ¢t # 2 and we can take z = po; and y = pg.;. Otherwise
(3,g+1) =3,s0 (3,¢g — 1) = 1 and in particular x = p; # 3. It follows that = p, and
Yy = pg.¢+ are the prime we are interested in. O

2.4.2 An auxiliary result

Lemma 2.4.3. Let QQ be a p-group, let P be a permutation p-group with domain A and let
na(P) be the number of orbits of P on A. Then

d(QwraP) = d(P) + na(P)d(Q).

Proof. Let Aq,...,Ay be the orbits of P on A.
Replacing @ by @/ Frat(Q) if necessary, we may suppose that @ is an elementary abelian
p-group. Let B be the base group of the wreath product W := Qwra P.
Using the fact that B is an abelian normal subgroup of W and standard commutator
computations, we get [W, W] = [B, P][P, P]. Given 0 € P and f € B, we have
(o) =oPf" g ]
=o€ PPB, P
and hence
Frat(W) = [B, P] Frat(P). (2.4.2)
Consider V', the subspace of B consisting of all functions g : A — @ with

H g(0) =1, for every i € {1,...,¢}.
dEA;

Given f € B,o € Pand i € {1,...,¢}, we have

I1 15016 = T o He) = I £ o)t =TT £ I £o0)

dEA; dEAN; dEA; dEA; 0EA;

:(Hf@)(ﬂf@) 1
SEN; deA;

Hence, [B, P] < V. For each i € {1,..., ¢}, fix 6; € Ajandlet g € V. Foreveryi € {1,...,0}
and 0 € A; \ {0;}, we let fs: A — @ and hs : A — @ be the mappings defined by

g(9) if o' = 4,
f5(0")={g(d)~" if &' =4, hs(d')= {
1 if 6" € A\ {6,8;},
Since g € V, with a computation, we obtain

g= 11 fs-

5€A\{51,...,(§g}

g(6)~L if s =,
1 if ' € A\ {6}

For each i € {1,...,¢} and § € A; \ {6;}, since 0 and 0; are in the same P-orbit, there exists
o € P with §9 = ¢;. For each ¢’ € A, we have

g(8)  if & =4,

[hs,01(8") = by (8)RG () = ha(8) Tha(6' ) = { g(8) " if & =6,
1 if o' € A\ {6,6;}.
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It follows fs5 = [hs, o] € [B, P] and hence g € [B, P]. So, V < [B, P]. Therefore
V =[B,P|. (2.4.3)
From (2.4.2), (2.4.3) and from the fact that |B : V| = |Q|’, we obtain

|W : Frat(W)| = |BP : V Frat(P)| = | P : Frat(P)||B : V| = p?)|Q|*
= pl(P) @) — pd(P)+na(P)d(Q), 0

Given a permutation group X on Q and w € Q, we let X, := {z € X | w” = w} the
stabilizer of w in X. Let K be a transitive permutation group on a set 2 and let w € 2. We
define to(K) to be the maximum number ¢t € N of subgroups Uy, ...,U; of K with

1. K,=U;nNn---NU, and
2. K, # Njes Uj, for each proper subset J of {1,...,t}.

When (1) and (2) are satisfied (even if ¢ is not necessarily the maximum), we say that
Ui, ..., U; are independent subgroups of K. Moreover, let S be a finite non-abelian simple
group and let us denote by 7*(.S) the set of primes dividing |S| but not |Out(S)|.

Theorem 2.4.4. Let K be a transitive permutation group on §2, let S be a non-abelian simple
group and let G be a group with SwroK < G < (Aut S)wrqK. Then

Z dp(G) > to(K).

peT*(S)

Proof. For every p € 7*(S), we have d,(G) = dp(SwrqK) and hence, without loss of gener-
ality, we may assume G = SwrqK. For simplicity, we write

FS,Q,K) = > dy(G).

peET*(S)
We argue by induction on ¢ := tq(K). When t = 1, from Theorem 2.4.2 we deduce
fS,QK)>7n"(S)>2>1=t.

Suppose then t > 1. Let w € Q2 and let Uy, ..., U; be t independent subgroups of K with

For each i € {1,...,t}, we define

U; to be the intersection N Uj; (as K, < U;, the orbit WU = {w* |z € Ui} is a
Je{1,..,t}\ {4}
block of imprimitivity for the action of K on §2.)

Q; to be the system of imprimitivity determined by the block of imprimitivity in;

K; to be the permutation group induced by K on ;; (we also denote by o; : K — K; the
natural projection, so K; = 0;(K).)

G; to be the wreath product G; := Swrgif(z-.
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Let i € {1,...,t}. Since the point stabilizer o;(U;) of wUi € Q; in K; is defined as
the intersection of the ¢t — 1 independent subgroups {c;(U;) | j € {1,...,t} \ {i}}, we have
ta,(K;) >t — 1. Moreover, from our inductive argument, we have

D dy( £(S, Qi Ki) > to,(K;) >t — 1. (2.4.4)
pET*(S)

For each prime p € 7*(S5), let I, be a Sylow p-subgroup of S and let P be a Sylow
p-subgroup of K. In particular, B = ol( ) is a Sylow p-subgroup of K;. From Lemma 3.3.7,
for every i € {1,...,t}, we have

F05,Qu Ki) = >~ (d(By) +na,(P)d(ITy)), (2.4.5)
pET*(S)

where ng, (P;) = nq, (P) denotes the number of orbits of P on €;. Observe that d(P) > d(P;).
In particular, using (2.4.4) and (2.4.5), we deduce

f(S,Q,K) >t
unless, for each i € {1,...,t} and for each p € 7*(S5),
(a) d(P)=d(P),
(b) na(P) = ng,(P).

In particular, for the rest of the proof we may assume that (a) and (b) hold.

Since |7*(S)| > 2, we may choose p € 7*(S) and i € {1,...,¢} such that |U; : K| is
not a power of p. Let 51, ey 5s be a set of representatives of the orbits of P on ();, where
s :=ng,(P). In other words, this means that

Q= J{6¥ |z eP}
j=1

and that this union is disjoint. For each j € {1,...,s}, let §; € Sj. As 5]- C Q is a block of
imprimitivity for the action of K on €2, the union

O{ﬁ]mEP}gQ (2.4.6)
j=1

is made by pairwise disjoint P-orbits and hence nq(P) > s = ng,(P). Moreover, no(P) =
ng,(P) if and only if the equality in (2.4.6) is attained, which in turn happens, if and only
if, for each j € {1,..., s}, the points in 3]- C Q are in the same P-orbit.

Since we are assuming that na(P) = ng,(P), the previous paragraph shows that the
stabilizer PA of the block (5 is transitive on the points in (5 Since P is a p-group, we deduce

](5]] =|U; : Kw\ is a power of p, contradicting our choice of 7 and p.
O

2.4.3 Proofs of Theorem 2.0.15 and Corollary 2.0.16

If N is a normal subgroup of a finite group G, we denote by m(G, N) the difference m(G) —
m(G/N). In the first part of this section we recall some results proved in [104, 105], estimating
the value of m(G, N) when N is a minimal normal subgroup of G.

Lemma 2.4.5. If N is an abelian minimal normal subgroup of G, then m(G, N) is either 0
or 1 depending on whether N < Frat(G) or not.
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Proof. If follows from [104, Lemma 11 and Lemma 12]. O

Lemma 2.4.6. Assume that N is a non-abelian minimal normal subgroup of a finite group G.
There exist a non-abelian simple group S and a positive integer r such that N = Sy x--- X .S,
with S =2 S; for each 1 < i < r. Let K be the transitive subgroup of Sym(r) induced by
the conjugacy action of G on the set {S1,...,S,} of the simple components of N. As in
the previous section, let t(K) := tg . (K) be the largest positive integer t such that the
stabilizer in K of a point in {1,...,7} can be obtained as an intersection of t independent
subgroups. Moreover let X be the subgroup of Aut Sy induced by the conjugation action of
N¢g(S1) on the first factor S . Then

m(G,N) <m(X,socX)+ t(K).
Proof. If follows from [104, Lemma 13] and [105, Theorem 1]. O

Lemma 2.4.7. Let N be a minimal normal subgroup of a finite group G. If N £ Frat(G),
then 6(G) > 0(G/N) + |7 (N)|.

Proof. 1t suffice to prove that d,(G) > d,(G/N) whenever p € 7w(N). Let p € n(N) and
let P be a Sylow p-subgroup of G. When N is abelian, there exists a maximal subgroup
H of G such that G = N x H. Hence N is complemented in P9 for some g € G. In
particular, N £ Frat(P?), and d,(G/N)+1 < dp(G). Now, assume that N is non-abelian. If
PNN < Frat(P), then Tate’s Theorem [70, p. 431] shows that N has a normal p-complement.
However, this is impossible because N is a direct product of non-abelian simple groups. Thus
PN N £ Frat(P), and consequently d,(G/N) + 1 < d,(G). O

Proof of Theorem 2.0.15. Clearly the statement is true if G is simple. Thus we suppose that
S is not a simple group and we proceed by induction on the order of G. We may assume
Frat(G) = 1. Let N be a minimal normal subgroup of G. If N is abelian, using Lemma 2.4.7
and the inductive hypotheses, we have

m(G) =m(G/N)+1<o(0(G/N))"+1<0c-(06(G)—1)"+1<0-§G)".

(In the last inequality, we used the fact that o > 1 and n > 2.) Assume that N is non-abelian.
Let K, X and S be as in the statement of Lemma 2.4.6. By Theorem 2.4.4, we have

tHE) < Y dp(G) < 6(G).
pem*(S)
Combining this with Lemmas 2.4.6 and 2.4.7, we conclude that
m(G) < m(G/N)+m(X,S)+t(K) <o-0(G/N)"+ o - |x(S5)|"+ 0(G)
<0 -0(G/N)"+ o [x(9)["+0-6(G) <o(6(G/N)" + [x(N)|" +6(G))
< o((6(G/N)" + (6(G) = 6(G/N))" + 6(G/N) + (6(G) = 6(G/N)))
<o-6(G)".

The last inequality follows from the fact that =" + y7 + x + y < (z + y)", for every positive
integers z and y and for every n > 2. O

In order to prove Corollary 2.0.16, we first need the following lemma.

Lemma 2.4.8. For every positive real number nn > 1, there exists a constant ¢, such that
n < cym(n)", where w(n) is the number of prime numbers less than or equal to n.

Proof. By [146, Theorem 29], if n > 55, then m(n) > 4, so if suffices to notice that
hmn%oo (lognen%m = OQ. OJ
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Lemma 2.4.9. There exists a constant p such that, if X is an almost simple group and
S = soc(X) is not a simple group of Lie type, then m(X,S) < p-|m(S)|?.

Proof. First assume that S = Alt(n). By [163, Theorem 1], m(X,S) < n—1. By Lemma 2.4.8,
there exists a constant ¢y such that m(X,S) < com(n)? = ¢3 - |7(S)[*. Clearly there exists
a constant ¢ such that m(X,S) < c¢- |7(9)|?, for every sporadic simple group S. Taking
p = max{c, ca}, the result follows. O

Proof of Corollary 2.0.16. It follows from Theorem 2.0.15 and Lemma 2.4.9. 0

2.4.4 Estimating 6(Sym(n))
In this section, we aim to bound, from above and from below, §(Sym(n)) as a function of n.
By [163, Theorem 1], m(Sym(n)) = n — 1 while, by Kaluznin’s Theorem, if

gpmyP" P + Qg1 P T -+ arp+ag

is the p-adic expansion of n, then

dp(Sym(n)) = aypn) l(p;n) + appn)—1(£(p,n) — 1) + -+ a1.

In order to make the notation less cumbersome, we set

dp(n) = dp(sym(n)) = af(p,n)g(pv n) + aé(p,n)—l(g(pv n) - 1) +-tar

and
d(n) = Z dy(n) = 6(Sym(n)).
p prime
As in the previous sections we denote by 7 : R — N the prime counting function, that is,
7(z) is the number of prime numbers less than or equal to . As dy(n) > 1 for every prime
p < n, we have

w(n) < d(n).

From the Prime Number Theorem, 7(n) is asymptotic to n/log, n (that is, the ratio w(n)/(n/log, n)
tends to 1 as n tends to infinity) and hence n/log, n € O(d(n)). In this section, we actually
prove that d(n) is asymptotic to a linear function.

Theorem 2.4.10. For every n > 2, we have

12 19 137 4 3 112
n <d(n) <nlog, 2+ " ? vn + \/ﬁlogengnlogEQ—i— iy
0g, N 2log.n  2login log.n log, n

nlogeQ—l

In particular, 6(n) = nlog, 2+ O(n/log, n).

Proof. We start by collecting some basic inequalities that we use throughout this proof. From
Theorem 1 and Theorem 2 in [147], we have

T 3

< 1 A 1 2.4.7

m(z) < log, = ( +210gea:>’ z=> 5 ( )
x

R — Va > 67. 2.4.8
W(x)_logem—l/Z’ x> (2.4.8)

Given a prime number p with p <n, {(p,n) < [log,n| and hence
dp(n) < (p—1)(lp,n) + (Up,n) = 1) +---+2+1)

—(p— 1>€(p, n)(ﬂ(;),n) +1) <(p- 1>10gpn(102gpn + 1). (2.4.9)
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We define the two auxiliary functions
=Y dp(n); d'(n):= Y dy(n)
p<\/n V/n<p<n

We aim to obtain explicit bounds on d’(n) and d”(n) as functions of n. We start with d’(n).
From (2.4.9), we get

log? -1 1 ~1
dn)< 28l 5~ P D8 5~ P (2.4.10)
2 logZ p 2 log, p
p<y/n = O€ p<v/n

For every k € N with & > 1, we denote by py the k" prime number. Using [147, Corollary,
page 69], we have

klog, k < pr < k(log, k + log, log, k),

where the first inequality is valid for every k > 1 and the second inequality is valid for every
k > 6.
This shows that, for every k > 6,

pr =1 _ k(log. k + log log, k)
log, pr — log, (klog, k)

An explicit computation yields that (2.4.11) is also valid when k € {2,3,4,5}.
Therefore, for n > 11, (2.4.7) and (2.4.11) yield:

= k. (2.4.11)

(V)

(V)
p—1 1 -1 1 T o —1 1
pgﬁ log.p  log.2 2<p2§: nlogep  log.2 ,;, log. py — log, 2 kz::g
1 m(vn)(r(yn)+1) 1 m(vn)* | m(vyn)
= + —1= -1+ +
log, 2 2 log, 2 2 2

2
1 1 3 3
< -1+ +Z \/ﬁ(1+) +‘/ﬁ(1+>
log.2 2 \log,/n 2log, \/n 2log, /n 2log, \/n
1 4 36 24 3
RYETENE % RV
log.2 2 \login login login log.n  logZn
2n n 24n
“logZn  login

=1+

In fact, we only require n to be at least 11 for the last inequality above. Thus, using this,
together with direct inspection for the cases 2 < n < 10, we have:

+ : (2.4.12)

Z p—1 2n 24n,
<o log,p ~ logZn login

for every n > 1.
Arguing in a similar manner, for every k > 6, we obtain
pr— 1 < k(log, k +log,log k) k
log?pp ~ log?(klog, k) ~ log, k +log, log, k

(2.4.13)

An explicit computation yields that (2.4.13) is also valid when k € {2,3,4,5}. Therefore,
using (2.4.13), we have

.
2 iog2p) S o2 T 2

p<Vn loge(p k=2

log, k + log, log, k'
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For every t € N with ¢ > 2, write f(t) := Y% _5 k/(log, k + log, log, k). When k > 2, we have
k/(log, k + log, log, k) < k. Moreover, when k > /t, we have

k k k
< —
log. k +log.log. k ™ log, vt +log.log.(vt)  log,t/2+ log,(log.t) — log, 2
2k
< )
~ log,t

where the last inequality holds for ¢ > 8. Therefore, for every t > 8, we have

2 k k
ft) = + Y + Y
log, 2 + log, log, 2 - log, k + log, log, k Vient log, k + log, log, k
2k
< + > k+ >
log, 2 + log, log, 2 - Jien<t log, t
2 t(Vt+1 tt+1 t?
< VIWVESD) g D) o 2
log, 2 + log, log, 2 2 log, t log, t

where the last inequality follows with some elementary computations. A direct computation
with 2 < ¢t < 8 shows that the same upper bound for f(¢) holds. Therefore, applying this
upper bound with ¢ := 7(y/n), we get

pl | L, vy’
pg/ﬁ og2) < o2z T TV S o iy TRV (2.4.14)

Now, for every n > 672, using (2.4.7) and (2.4.8), we see that the right hand side of (2.4.14)
is bounded above by

1 (&8s oi\/ﬁ))Q Vn 3
log? 2 i 1 gloge (@) " log, v/n (1 " 2log, \/ﬁ) . (24.15)

The second summand of (2.4.15) is at most

2
4 3
loggn (1 + logen)

log,(v/n/log. v/n)
Now, we have log,(v/n/log, v/n) > log, n/4. Thus the second summand of (2.4.15) is at most

16n 96n 144n 16n 114n
logdn  logtn  logdn ~ login = logln’

where the last inequality follows with a computation using the fact that n > 672. For the
first and third summand of (2.4.15), we have

L2/, 6V 3y
log2(2)  log.(n)  log2(n)  log.(n)’

where this inequality follows again with some elementary computations using the fact that
n > 672. Summing up, for every n > 672, we have
p—1 16n 114n  3y/n

< . (2.4.16)
b log?p ~ login login = log.n

A direct inspection shows that this bound is also valid for the natural numbers n with n < 672.
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Summing up, from (2.4.10), (2.4.12) and (2.4.16), we get

8 57 3 12
d(n) < —— + 2n = Vnlog,(n) + —— + —5
log.n  login 2 log.n  login
9n 69n 3 (2.4.17)
" log,m * logZn 2\f10ge

We now start working on the function d”(n) = 3= 5,<,, dp(n). Here we are interested in
a lower bound and in an upper bound for d”(n). First we obtain an upper bound for d”(n).
As p > \/n, the p-adic expansion of n is simply n := a1 (p, n)p+ap and hence d,(n) = a1 (p, n).
Now we refine further d”(n). For every i € {1,..., |v/n] — 1}, we let

gi(n) := Z ay(p,n)

n/(i+1)<p<n/i

and we let

9|v/n] (n) == Z ai(p,n).
Vn<p<n/|y/n]

When i € {1,...,|/n]}, we have a;1(p,n) = i and hence g;(n) equals ¢ times the number of
prime numbers in the interval (n/(i + 1),n/i]. Therefore, when i € {1,...,[v/n] — 1},

g9i(n) = i(m(n/i) — m(n/(i +1)))
and
9ym)(n) = [Vn](r(n/[vn]) — 7(vn)).

Since every prime p, with v/n < p < n, lies in one of the intervals (n/(i + 1),n/i], for some

ie{l,...,|v/n] — 1}, or in the interval (yv/n,n/|y/n|], we have

[vn] [vn]-1
A'(m) = 3 ouln) = 3 ilrnfi) = mln/ G+ 1)) + Vi) (rln/ V) = w() (2418
=1
Lxﬂ
=Y #(n/i) - [Valr(Vn).
=1

Using (2.4.7), we have

Lv/n] N \
m(n/i) < N
@; /0= 2 log,(n /i) ( " 210ge(n/z')> (2.4.19)

—Z 3 2

log,(n/i) 2 2= log2(n/i)
The function z — (n/x)/log.(n/z) is decreasing in the interval (0, | \/n]] and hence we obtain
for the first summand the estimate

V7] , V7] , Na
3 ni_o_ 3 nfi _ _n +/ g, (2.4.20)
~ log.(n/i) log.n = log.(n/i) ~ log.n )1 log, (n/x)
n n
+ [—nlog, (log, (n/x))| ™

B log, n

loge n -n loge loge (n/ L\/ﬁj ) +n loge (loge Tl)
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For the second summand observe that the function z + (n/z)/log?(n/z) is decreasing in the
interval (0, |\/n]] and hence we obtain the estimate

2~ logZ(n/i) B 210gg 2 = logZ(n/i) o
LfJ
L 3n / n/x _njr
2loge 2 log?(n/x)
. 3n .3 [ n ]ij
~ 2logi(n) 2 llog.(n/x) ]
_3n n 3n . 3n
"~ 2log?(n)  2log.(n/[v/n]) 2log.n’
Further, for n > 672, we get
Vn 2n 2y/n
> —1 = — 2.4.22
[Vn)r(Vn) = (Vo )loge\/ﬁ—l/Q log.n—1 log.,n—1 ( )
_ +2n( 11 )_ 2/n
log,. n log.n—1 log.n log.n —1
2n n 2n . 2yn
~ log,n log,n(log.n—1) log,n/2
2n 2n  4yn

+
“log.n log?n log.n
Thus, from (2.4.18), (2.4.19), (2.4.20), (2.4.21) and (2.4.22), for every n > 672, we have that

3n n 3n
2loge 2logzn 2log.(n/|v/n])

d"(n) < nlog, (log, n) — nlog,(log.(n/[vn])) —

2n 2n N 4v/n
log.n logZn = log.n’

First of all, as n/[\/n] > \/n, we get log.(n/[v/n]) > log, /n = log.(n)/2 and hence

n n 3n 2n < 1 13- 2> no_n
2log,n = 2log.(n/|v/n]) log.n 2 log.n  2log,n

Moreover,

n loge (loge TL) —-n loge(loge (TL/ I_\/EJ )) S n loge loge n—mn loge loge(\/ﬁ)

=nlo < log, n ) = nlog, 2
n .
Ee log, \/ﬁ Be

Summing up, for every n > 672,

No
d"(n) < nlog, 2 L . 2.4.23
(n) < nlog.2+ 2log,n  2logn * log, n ( )

An explicit computation with the positive integers n with 2 < n < 672 shows that the same

upper bound remains true when n < 672
Using the upper bounds (2.4.17) and (2.4.23), for every n > 2, we deduce

19n 137n 4\/n B\f 112n

S(n)=d d"(n) < nlog. 2 1 < nlog, 2
() (n)+d’(n) < nlog, +210g6n+210gzn log.n OBe Tt = T 108, +logen
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where the last inequality follows with some computation.
Now, we use the argument above to obtain also a lower bound for d”(n) and hence for
d"(n). Using (2.4.8) and (2.4.18), we have

g NI
') = 3 wlafi) = VRl 2 3 o — WAl
S LA V)
= 2 log.(n/i) |

The function z — (n/x)/log,(n/x) is decreasing in the interval (0, |y/n|] and hence we obtain
the estimate

Ly n/i Lvn) n/x m
> M [ = nlog, g, (n /)1

2 log,(nfi) ~ log, (n/)
— —nlog, log.(n/[vn)) + nlog,(log, n) = nlog, (%)
—nlo log. n —nlo log, n
= nlog <1ogen - loge(L\/ﬁJ)> toe. <1oge n — log, v/n — loge(L\/ﬁJ/\/ﬁ)>

log. n

= nlog. <<1oge n)/2 — log, ([v/n]/ V)

where in the last inequality we used the fact that [\/n]|/v/n < 1 and hence log,(|v/n]/v/n) <
0. Furthermore, from (2.4.7), we have

n 3 2n 3 12n
< —F1 = 1 <
Vim(Vi) < log, v/n ( + 2log, \/ﬁ> log, n ( * logen) ~ log,n’

where the last inequality follows from an easy computation. Summing up,

) > nlog, 2,

12n
log, n’

§(n) =d(n) +d"(n) > d"(n) > nlog, 2 —

2.5 The Tarski Irredundant basis theorem and the finite sol-
uble groups

2.5.1 Preliminaties

We start by reviewing some results of [39] that we will use in our proofs.

Let V be a finite dimensional vector space over a finite field of prime order. Let H be
a linear soluble group acting irreducibly and faithfully on V. For a positive integer § we
consider the semidirect product G = V°® x H where H acts in the same way on each of the &
direct factors. We set F' = Endy (V).

Proposition 2.5.1. [39, Proposition 2.1] Let H = (h1,...,hs) and w; = (vis,...,05;) € Vo
with 1 <1 <t. The following are equivalent.

1. G # (hwi, ..., haw);

2. there exist Ai,..., s € F and w € V with (A1,...,\s,w) # (0,...,0,0) such that
d1<j<s AjVji = w — why for each i € {1,...,t}.
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Let n be the dimension of V' over F. We may identify H = (hq, ..., h;) with a subgroup of
GL(n, F). In this identification h; becomes an nxn matrix A; with coefficients in F'. Let w; =

(Vis--,vi5) € V9. Then every v;,j can be viewed as a 1 X n matrix. Denote the § x n matrix
with rows v; 1,...,v;5 by X;. By Proposition 2.5.1, the elements hjws, ..., hyw; generate a
proper subgroup of G if and only if there exists a non-zero vector (A1, ..., As;f1,. .., fy) in

F%+7 such that
(Ayeo s X)) Xs = (pay ooy pn) (1 — Ay) for each 1 < <t.

This implies that (hjws,...,hw;) = G if and only if

1-4 -+ 1-A
rank( ! t) =n-+0. (2.5.1)
X, - X

From this it follows that G cannot be generated by ¢ elements if n + § > nt. Notice also
that the fact that hi,...,h; generates H implies that the linear map o : F* — (F"),

w = (w(l — Ay),...,w(l — A)) is injective. Therefore the matrix (1 — Ay 1— At) has
rank n, so it is possible to find X7,..., X; satisfying (2.5.1) whenever n 4+ 6 < nt. Hence
d(V? x H) <t whenever 6§ < n(t —1).

2.5.2 Proof of Theorem 2.0.17

To prove Theorem 2.0.17 we need an elementary lemma in linear algebra. Denote by M, s(F')
the ring of the r x s matrices with coefficients in the field F.

Lemma 2.5.2. Assume that Ai,..., Ay € Mp,(F) and that rank(A;---Ay) = n. If 6 <
n(t — 1), then there exist v;; € My, with 1 < j <6, and 1 <1i <t, such that

Ay ... A
V1,1 ... U1t
rank | | =n+4
U571 . U&t
Moreover, we may choose the vectors vj; in such a way that for every j € {1,...,0}, there

exists a unique i € {1,...,t} such that v;; # 0.

Proof. We describe how the vectors vj; can be chosen. First let n; = rank(A;) and let

r1 =n —ni. We choose vy 1,...,v, 1 is a such a way that
Ay
V1,1
rank . =n
U’I‘l,l

and we set v;1 = 0 if j > r1. Now let
A Ay
V1,1 0

rank ) =ny

Um,l 0



CHAPTER 2. GENERATION OF GROUPS 49

and let 72 = n — ng. We choose vy, 412, ...,Vr 4,2 is a such a way that
Ay Ao
1,1 0
rank | v, 1 0 =2n
0 U412

0 Ur1+r2,2
and we set v;o = 0 if j > r1 4 ry. Continuing in this way we get the result. O

Proof of Theorem 2.53.1. We work by induction on |G|. Clearly we may assume Frat G = 1.
So let A,R = Rg(A),D,C = Cg(A) as in Corollary 1.2.5. There exists a positive integer
§ such that D =g A°. Moreover, there exists a complement H of D in G with R < H. Let
d =d(G),m =m(G), a = d(H) and b = m(H). By [104, Theorem 2], m(G) coincides with
the number of non-Frattini factors in a chief series of G, hence m = b+ 4. By induction, there
exists a generating set {h1,...,hq} for H which is strongly totally extendible.

To prove our statement it is enough to prove that the following is true.

(*)  There exist a generating set w of G of cardinality d and uy,...,us € D
such that {h1,...,hq,u1,...,us} is a strong descendant of w.

Indeed, since {hq,...,hs} is a strongly totally extendible generating set of H, there is a

sequence of strong immediate descendants from {h1,...,h,} to a generating set {ki,..., kp}
of H of maximal cardinality. We can use this sequence, to construct a sequence of strong
immediate descendants from {hi,..., hg,u1,...,us} to {k1,..., kp,ur, ..., us}.

Now we want to prove (x). We have C/R = DR/R = D = A° and either A = C), is a trivial
G-module and G/R = (C,)%, or G/R = C/R x H/R where H/R acts in the same say on each
of the § factors of C/R = A° and this action is faithful and irreducible. We denote by G the
quotient group G/ R and, for every g € G, we set § = gR. By Corollary 1.2.5, if (u1,...,uq) €

D% then G = (hyuy, ..., hala, Uas1, - - -, ugq) if and only if G = (huy, ..., hala, Uai1, - - - Ug)-
Further, in this case, {hiu1, ..., hala, Ug+1,--.,Uq} IS a minimal generating set if and only if
<h1u1, ooy R, Uag 1y - - - yUj—1, Ujt1, - - @) #Gforanya+1<j<d.

First assume that A = C), is a trivial G-module. In this case H = R, G = D x R.
Hence G = D = D is a vector space of dimension § over the field F,, with p-elements and
d = max{d,a}. More precisely, G = (z1,...,xq) where z; = h;u; when i < p = min{d,a},
whilst for ¢ > p, then x; = h; when p = § and x; = u; when p = a. For 1 < i < a, we have
that

{hl,...,hi,xi+1,...,xd,u1,...,ui}

is an immediate strong descendant of
{h17 cee hi*lvl‘ia s Ldy ULy .- 7ui71}-

This implies that {hq,...,hq,u1,...,us} is a strong descendant of {x1,...,x24} and so (x)
has been proved when A is a trivial G-module.

Now assume that A is a non-trivial G-module, let FF = Endg A and n = dimp A. We
may identify H with a subgroup of GL(n, F). We denote by A; the matrix 1 — h;. We write
D=V x---xVsgwith V; Z2¢ A . Let uy,...,u; € D, with t > a, and write u; in the form
U = Y1<j<sVji With vj; € Vj (for D we use the additive notation). It follows from the
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results in Subsection 2.5.1 that {hjuq,...,hqUa, Ugt1, ..., Ut} is a minimal generating set of
G if and only if
Ay - A, 0O .- 0
V1,1 0 Ulae Vle+l - Vig
rank =n-+4J
Vg1 VUsa Usa+1l - Ust
and, for every a < i <t,
Ay - A, 0 0 0 e 0
V11 ... VUla Vlad+l 0 Vli—1 Vlitl " Uiyt
rank <n+9.
Vs1 - Vsa Vsa+1 - Usi—1 Usi+1 - Ust

We can find vectors v;; with this property if and only if 6 < n(t — 1). This implies in

particular that
0
d:max{a, {—l—l}}.
n

Moreover, by Lemma 2.5.2, there exist d elements of D, say u; = > 1<j<5vji, 1 <4 < d, such
that

1. {hiu1, ..., hoUq, Ugs1,-..,uq} is an independent generating set of G;
2. for every j € {1,...,d}, there is a unique 7 € {1,...,d} such that v;; # 0.

We claim that there exist w,...,ws € U such that {hi,..., he,w1,...,Wq} is a strong
descendant of w = {hjuy,...,hqta, Uat1,--.,uq}. Indeed, let us assume that there exists
i < asuch that u; # 0, let ¢ be the smallest integer with this property and let ; = {j1,..., 4}
be the subset of {1,...,d} characterized by the fact that v;; # 0 if and only if j € ©;. We

obtain the following sequence of strong immediate descendants of w = {h1, ..., hi—1, hi(vj, i+
cee 4 Ujr,i)a hi+1ui+1, oy haug, Ug41, - - - ,ud} :
wi = {h1,. . hic1, RV - F050), R 1Wigt, - Udy Ui}
wi = {h1, .. hic, R 4 - F0500)s R 1Wig s - - Uds Vs Vgnsi )
wr—1 = {h1,. . him1, hivj, iy i Wig -2 UGy Vs Vi) s
wr = {1, Rt by i1, o Uy Vg Vg )

We repeat this argument until there exists k& < a with ug # 0. In this way we can find
wi, ..., wy € D, with w; = 375254, such that w* = {hy,..., ha,w1,...,w,} is a strong
descendant of w and, for every j € {1,...,0}, there is a unique ¢ € {1,...,d} with z;; # 0.
Forie {1,...,7}, let Aj ={j | zj; # 0}. Assume that, for some i, the set ; = {j1,...,J,}
contains more than one element. Then

{hi,. haywt, o wig, wi — Zjryis Witl, -+ - 7w7"72jr,i}

is an extension of w*. Repeating this argument we can find wy,...,ws with the properties
that w** = (hy,...,hq, W1, ... W) is a strong descendant of w* and for each 1 < j < ¢ there
exists and is unique 7 € {1,...,s} with @; € V; : this implies in particular s = . Thus (x)
has been proved also in this case. O
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2.5.3 The strong extension property

In this section we investigate the structure of the finite soluble groups with the strong exten-
sion property. First we consider the nilpotent case.

Proposition 2.5.3. A finite nilpotent G has the extension property if and only if either G
is a p-group or G is cyclic and |n(G)| = 2.

Proof. If G is a p-group, then d(G) = m(G) so obviously G has the (strong) extension
property.

On the other hand, if G = (g) has order p®q®, with p and ¢ distinct primes, then {g?*, gqb}
is a (strong) descendant of {g}, so G has the (strong) extension property. We now prove the
converse. It is not restrictive to assume Frat G = 1, so that G is a direct product of cyclic
groups of prime order. Assume that |G| is divisible by at least three different primes p, ¢,
r and let a,b, c be elements of G of order, respectively, p, ¢, r. There exists H < G such
that G = (abc) x H and m(G) = m(H) + 3. Let t = m(H), let {hi,...h:} be a minimal
generating set of H and consider the generating set w := {ab,ac, hi,...,h} of G. It can
be easily seen that, for every y € w, the subset w \ {y} generates a maximal subgroup of
G so the cardinality of a minimal generating set of G containing w \ {y} coincides with the
cardinality of w. This implies that w has no immediate descendant. Finally assume that p
and ¢ are the unique prime divisor of |G|. If the Sylow p-subgroup of G is not cyclic, than
there exists ay,az,b such that |ai| = |as| = p, |b| = ¢ and (a1, az,b) has order p?q. We have
G = (a1,a2,b) x H and m(G) = m(H)+3. Let H = (hy, ..., hs) with t = m(H) and consider
the generating set w := {a1b, agb, hi,...,h:}. As in the previous case, if we delete an element
from w, the remaining elements generate a maximal subgroup of GG, and this implies that w
has no immediate descendant. O

In order to study the soluble but not nilpotent groups with the extension property, we
first need some lemmas.

Lemma 2.5.4. Assume that F' is a field with q elements and let Ay, A2, Az € My ,(F). If
q" > 2, then there exists (z1,...,73,) € F3 with the following properties:

1. (21, Tn, Tpil,- - -, Ton) does not belong to F-subspace of F?™ spanned by the rows of
the matriz (A1 As).

2. (T1,- -+ T, Toni1,---,T3n) does not belong to F-subspace of F*™ spanned by the rows
of the matriz (A1 As).

3. (Tnt1y- - T, T2nt1, - - - Tan) does not belong to F-subspace of F?" spanned by the
rows of the matrix (Ay As).

Proof. For 1 < i < j < 3, let A;; be the F-subspace of F?" spanned by the rows of the
matrix (A; A;). Let

Ql2 = {(yla cee 7y3n) € F?m ‘ (yla <o Yns Ynt 1, - - ;Z’J2n) € A12}>

Qs ={(y1,--»Ysn) € F" | (U1, -, Yn,Yont1, - > Ysn) € A1z},

Qs = {(W1,- -, Y3n) € F*" | (Ynt1,- - Y2n, Y2n+1, - -, Y3n) € Dos}.
Since dimpg Aij < n, we have |QU’ < q2". Moreover, (0, - ,0) € Q12 N N3 N Na3, S0 |912 U

O3 U 923’ < |ngy + |913| + |923| — ‘le N Q3N 923| < 3q2”. If ¢" > 2, then ‘an’ = q3” >
3q2” > |(212 U3 U 923|, so there exists (1‘1, RN ZL‘3n) € F3n \ (ng Uz U Qgg). ]

Definition 2.5.5. A minimal generating set Q of G of cardinality m(G) is called stable if
the following holds: for every g € 2 and every A C G, if G = (2\ {g},A), then there exists
z € A such that G = (Q\ {g},x).
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Lemma 2.5.6. A finite soluble group contains at least one stable minimal generating set.

Proof. We procede by induction on |G|. Clearly we may assume FratG = 1. So let A, R =
R;(A),D,C = Cg(A) as in Corollary 1.2.5. There exists a positive integer ¢ such that
D =g A’. Moreover, there exists a complement H of D in G with R < H. Let d = d(G),
a = d(H) and b = m(H). Recall that, by [104, Theorem 2], m(G) = m = b+ 6. We write
D=V x---x Vs with V; 24 A. By induction, H contains a generating set A of size b which
satisfies the statement of the Lemma. For 1 < i < §, let v; be a non trivial element of V;
and let Q = AU {vy,...,v5}. Clearly Q is a minimal generating set of G. We claim that Q
satisfies the requested property. Let g € Q and A C G and assume G = (2 \ {g},A). We
distinguish two cases. First assume that ¢ € A and denote by 7 the projection G — H.
By induction there exists x € A such that H = (A \ {g}, 7(z)). It can be easily seen that
G = (Q\ {g},x). Finally assume g = v;, for some 1 < i < 4. In this case M = (2 \ {g}) is a
maximal subgroup of G (it is a complement of V;) and A must contain an element x ¢ M.
Clearly G = (Q\ {g}, ). O

Notice that not all the minimal generating sets of cardinality m(G) are stable. Consider
for example the following group of order 20: G = (a,b | a® = 1,b* = 1,a® = a?). We have
m(G) =2and G = (b,b*a®). We also have that G = (b%a®, a, ba), however (b*a?,a) = (b* a) #
G and, since b%a® = (ba)?, (b%a®,ba) = (ba) # G.

Lemma 2.5.7. Let G be a soluble non-nilpotent group with Frat G = 1 and choose A, R =
Rc(A),D,C = Cg(A) as in Corollary 1.2.5. If G has the extension property, then m(G/D) <
2

Proof. There exists a positive integer § such that D =g A%, and, from Lemma 1.2.6, A can
be choose to be non-trivial. Moreover, there exists a complement H of D in G with R < H.
Let d = d(G),m = m(G), a = d(H) and b = m(H). As usual, by [104, Theorem 2], m(G)
coincides with the number of non-Frattini factors in a chief series of G, hence m = b+ 9.

We are going to prove that if b > 3, then G does not satisfy the extension property.
Assume that b > 3 and let {h1,...,hy} be a stable generating set of H. We have C/R =
DR/R= D= A% and G/R= C/R x H/R where H/R acts in the same say on each of the §
factors of C/R = A° and this action is faithful and irreducible. We denote by G the quotient
group G/R and, for every g € G, we set § = gR.

Let F = Endg A and n = dimpr A. We may identify H with a subgroup of GL(n, F'). We
denote by A; the matrix 1 — h;. We write D =V} x --- x V5 with V; 25 A. Any u € D can
be written in the form u = 7,5 v; with v; € Vj, so it may be identified with the 6 x n
matrix

U1
u =
Vs
Since A is a non-trivial G-module, |A| = ¢ # 2, so we may choose x1,...,x3, so that Aj,
A9, A3 and (x1,...,x3,) satisfy the statement of Lemma 2.5.4. Let
Ty - Tn Tp4+1 - T2n Tan+1 *++ I3n
0O --- 0 0o --- 0 0 e 0

wy =L w2 = ) . s ws = ) . s
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0 0 0 0 - 0 0 0
1 0 0 0 0 - 0 00 0
wp = |0 0 o 0wy [1 0 o 0f, L u =0 0 0
00 --- 0 00 --- 0 10 --- 0
Consider w := {hywi, hows, hgws, hy, ..., hp,u1,...,us—1}. Since the matrix
% Ay Ay A3 Ay - A O o 00
B w; w2 ws 0 0 uy - Us-1 B
Ay As Az Ay - A 0 0
T1...Tp Tpyl..--T2p Toptl---T3p 0 -+ 0 0 0
0 0 0 O ... 0 1...0 ... 0
0 0 0 0O ... 0 0 ... 1...0

has rank n + &, we deduce that w is a generating set for G. Moreover if we remove the
columns corresponding to u; with j € {1,...,0 — 1} from the block matrix X we obtain a
matrix of lower rank, and this implies that w is a minimal generating set. We claim that w
has no immediate descendant. Assume that we may obtain a new minimal generating set
@ by replacing y € w by two elements g; and go. We may write g1 = kyv1, go = kava, with
ki,ko € H and vi,v2 € D. Let w* = w\ {y}. First assume y = u; for some 1 < j < §—1. Since
w* contains hjwi, hows, hgws, hy, . . ., hy, we have that (w*)D = G. Thus a subset containing
w* generates G if and only if the matrix X* obtained from X by deleting the columns
corresponding to y and adding the columns corresponding to the other generators has rank
n+ 9. But X* has rank n+4d — 1, so if we add the columns corresponding to g; (for 1 < i < 2),
then either the rank remains the same (in which case g; is a redundant generator) or the rank
is n + ¢ and in this case w* U {g;} is already a generating set. This means that @ is not a
minimal generating set. Now assume 5 = h; for 1 < j < b. Since @ generates G, we must
have H = (h1,...,hj_1,hjq1, ..., hy, ki, k2). Since hy, ..., hy have been chosen satisfying the
statement of Lemma 2.5.6, we may assume H = (hi,...,hj_1,hj41,..., hp, k1). Our choice
of x1,...,x3, ensures that in this case the matrix the matrix X* obtained from X by deleting
the columns corresponding to y has still rank n + ¢ and this implies that g» is a redundant
generator. O

Lemma 2.5.8. Assume that G is a finite soluble group with d(G) = m(G) = 2.

1. If N QG and G/N is cyclic, then there exists a stable generating set {x,y} in G with
the property that x € N.

2. Let V be an irreducible G-module. If there exists a generating pair {gi, g2} of G with
the property that Cy(g1) # 0 and Cy(g2) # 0, then there exists also a stable generating
pair with the same property.

Proof. Let G = G/Frat G and for g € G set g = g Frat G. Since d(G) = m(G) = 2, then, by
[1, Theorem 1.4], either G is an elementary p-group of rank 2 or G = P x ) where P is an
elementary abelian p-group which is a non-trivial irreducible -module and @ is a non-trivial
cyclic g-group. If G is a p-group then all the generating pairs are stable and there is nothing
to prove. So we may assume G = P x @, with P an elementary p-group and |Q| = ¢* for
some positive integer a. If G/N is cyclic, then G /(N Frat Q) is cyclic, and this implies that N
contains the Sylow p-subgroup of G. As a consequence there exists # € N such that |[Z| = p.
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Choose y such that |[g| = ¢®. We claim that {z,y} is a stable generating pair. To see this
it suffices to show that {Z,7} is a stable generating pair of G. Notice that if ¢ € G, then
|g| either divides p or divides ¢® and any generating set of G contains at least an element
of order ¢% If A C G and (z,A) = G then A contains at least one elements g of order ¢%,
hence (Z,g) = G. On the other hand if A C G and (7, A) = G, then A contains at least one
elements g ¢ (y), hence (7,g) = G (since () is a maximal subgroup of G). This proves (1).
Now we want to prove (2), in the case when G is not a p-group. Suppose that the generating
pair {g1, g2} has the property that Cy(g1) # 0 and Cy(g2) # 0. As we notice before, we may
assume [g1| = ¢%. Choose T ¢ Nz((g1)). It can be easily seen that G = (g1, gf) and clearly
|ICv (g7)| = |Cv(g1)| # 0. Arguing as before, it can be easily seen that {gi,g{} is a stable
generating set. O

Lemma 2.5.9. Let H be a finite soluble group with m(H) = 2 and let V' be a non-trivial
irreducible H-module. Moreover assume dg (V) = 0. Let F = Endg (V) and n = dimp (V).
Consider the semidirect product G = V°® x H. If G has the extension property, then the
following hold.

1. H is not cyclic.
2.6=1.

3. if {h1,ha} is a minimal generating set of H, then there exists i € {1,2} such that
Cy (hi) = {0}.

Proof. Write V® = Vi x --- x Vs and let H = H/Cy(V) < GL(n,q) and, for every h € H,
set h = hCg (V). The assumption §7(V) = 0 implies that Cq(V) = VOCg(V) and Rg(V) =
Cu (V). By Corollary 1.2.5, if (hy,hy) = H and ui,us € D = V°, then (hyuy, hous) = G if
and only if <h1u1, h2U2>CH(V) =d.

Suppose that H = (h) is cyclic. For 1 <i < §, let v; be a non trivial element of V;. The set
w = {h, hv1,va,...,vs} is a minimal generating set of G and |w| =0+ 1 < m(G) =6 +2. On
the other hand if we remove one element from w, the remaining elements generate a maximal
subgroup of G. So w has no immediate descendent and G cannot satisfy the extension
property. This proves (1).

We now prove (2). First, we assume n # 1. Let {h1, ha} be a stable minimal generating
set of H (its existence is ensured by Lemma 2.5.6). Now, choose z1,...,z9, € F such
that (z1,...,2,) do not belong to the subspace of F?* spanned by the rows of the matrix

(A1 Ag), where A; = 1 — h;. Assume that (y1,...,%,) and (z1,...,2,) are two F-linearly
independent elements of F™. If § > 2, then define

0 --- 0 0O - 0
wy = , W2 1= y
0 0 0 0
Y1 Y2 Yn 0 0 0 0 0 0
Z1 29 Zn 0 0 0 0
w= |0 0 0|, uge= |1 0o 0], u,=]00 0
0O 0 --- 0 00 --- 0 10 --- 0
As in the proof of Lemma 2.5.7, it can be noticed that w := {hjwy, howa,uy, ..., us—1} is a

minimal generating set of G. Assume that we may obtain a new minimal generating set @ by
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replacing y € w by two elements g; and go. We write g1 = k1v1, go = kove, with k1, ke € H
and vi,ve € D. If y = w; for some i € {1,...,6 — 1}, then w \ {y} generated a maximal
subgroup of G (indeed a complement of V; 1), so it must be y € {hjw;, hows}. Assume for
example y = hjw;. Since (©) = G, we must have H = (hg, ki1, k2). Since (h1, hs) is a stable

generating set, we may assume H = (ho, k1). Let By = 1 — kj. Our choice of uy, ..., us_1
ensures that in this case the matrix
vp w2 uUp o Us—1

has still rank n + § and this implies that go is a redundant generator. Thus (2) has been
proved when n > 1. Suppose now n = 1. In particular H/Cg (V) < GL(1, F') is cyclic and
so, by Lemma 2.5.8, we can find a stable generating pair {h1, ha} such that H = (hq, ha),
hi ¢ Ca(V), ha € Cy(V). Assume § > 1 and for 1 <1 <4, let v; be a non trivial element of
Vi (so that v; corresponds to a matrix in Mjs(F') with 0 everywhere, except in the i-th row).
We claim that the set w = {hy, havy, ..., hovs} is a minimal generating set with no immediate
descendent. Assume that we may obtain a new minimal generating set @ by replacing y € w
by two elements g; and go. We write g1 = kjwi, g2 = kows, with k1, ko € H and wi,we € D.
For every 1 < i < 4, the subset w \ {hov;} generates a complement of V; in G, so we must
have y = hy. Since {h1, ho} is stable, we may assume H = (hg, k1). Since V is a non-trivial
H-module and hy = 1, we have 1 — k; # 0. Thus the matrix

o+ — (1_]{1 0o --- Q)
wy V1 ot U
has still rank 1+ d and this implies that g2 is a redundant generator. So G does not satisfies
the extension property.

Now we may prove (3), under the additional assumption § = 1. We want to prove that if
there exists a generating set {hi, ha} such that Cy (h1) # 0 and Cy (ha) # 0 then G cannot
satisfies the extension property. By Lemma 2.5.8, we may assume that {h1, ho} is a stable
generating set. We identify H with a subgroup of GL(n,F). Choose (z1,...,z,) which
does not belong to the vector space spanned by the rows of the matrix Ay = 1 — hy and
(p+1, - - -, Ton) which does not belong to the vector space spanned by the rows of the matrix
Ag =1 — hg. Define wy = (21,...,2,) and we = (Tpi1, ..., T2,). The set w := {hywi, haws}
is a minimal generating set of G. Assume that we may obtain a new minimal generating
set @ by replacing y € w by two elements g; and go. We write g1 = y1v1, g2 = yov2, with
y1,y2 € H and v,vy € D. Assume for example y = hjw;. Since (®) = G, we must have
H = (ha,y1,y2). Being {hq, ha} stable, we may assume H = (ho,y1). Let By =1 — 7. Since

H = (ha,y1), we have rank (B1 Ay ) = n. Moreover, our choice of x,11, ..., T2, ensures that
B A
rank ! ) =n + 1.
V1 W3

This implies that G = (g1, haws) and so g2 is a redundant generator. This completes the
proof of (3). O
Proof of Theorem 2.0.18. If G is nilpotent, then the statement follows from Proposition 2.5.3.

Assume that G is soluble, non-nilpotent, finite group with the extension property. Clearly
G/ Frat G satisfies also the extension property so, by Lemma 2.5.7, G/FratG = V°® x H,
where m(H) < 2 and V is a non-trivial irreducible H-module. If m(H) = 1, then d(G) =
d(G/Frat G) = 0 + 1 = m(G/ Frat G) = m(G). If m(H) = 2, then 6 = 1 by Lemma 2.5.9. In
this case d(G) = d(G/Frat G) = 2 and m(G) = m(G/ Frat G) = 3.
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Now, we want prove that if G satisfies either (1) or (2) then G has the extension property.
Clearly the statement is true if d(G) = m(G). Since G satisfies the extension property if and
only if G/ Frat G satisfies the extension property, to conclude our proof, we have to prove
that if G =V x H is a semidirect product with the properties described in (2), then every
generating pair (g1, g2) of G has a strong immediate descendant. Let g1 = hjv; and g2 = hava,
with hq, he € H and vy, v9 € V. It is not restrictive to assume Cy (h1) = 0. In particular, the
set {hY | w € V'} has size |V : Cy(h1)| = |V|, and consequently {h}{ |w € V} = {hw | w €
V'}. That is, there exists w € V such that g; = h{’. We have that go = h¥'[w, ho]vs and that
{hY, hY, [w, ha]va} is a minimal generating set of G. O



Chapter 3

Problems in permutation groups

Let the permutation group G act on a set ) of size n. A subset B of §2 is a base for G if the
pointwise stabilizer G g is trivial. The base size of G is the minimal cardinality of a base
for G, and we denote this by b(G, ), or just b(G) when the meaning is clear. Equivalently,
b(G) is the minimal cardinality of a set of conjugates of a pointstabiliser H such that their
intersection is trivial. Determining the base size of a given permutation group is a classical
problem in permutation group theory, with a long tradition and many applications.

In the 19th century, a problem that attracted a lot of attention was that of bounding
the order of a finite primitive permutation group. Since the elements of G are uniquely
determined by their effect on a base, then

G| < Q9. (3.0.1)

So one can find an upper bound on the order of a permutation group by bounding the
minimal base size. One of the earliest results in this direction is a theorem of Bochert [17]
from 1889, which states that if G is a primitive permutation group of degree n not containing
the alternating group Alt(n), then b(G) < n/2. The permutation group G is large base if
there exist integers m and r > 1 such that Alt(m)” < G < Sym(m)wr Sym(r), where the
action of Sym(m) is on k-element subsets of {1,...,m} and the wreath product acts with
product action. Note that this includes the natural action of Alt(n) and Sym(n). Using the
Classification of Finite Simple Groups and building on earlier work by Cameron [31], Liebeck
proved the following remarkable result.

Theorem 3.0.1 (Liebeck, [86]). Let G be a primitive permutation group of degree n. If G
is not large base, then b(G) < 9logn.

From (3.0.1) it follows that b(G) > log |G|/ logn for every permutation group of degree n.
On the other hand, in 1993, Pyber [138] asked whether there exists a universal constant c such
that b(G) < clog |G|/ logn for any primitive group G of degree n. This question generalizes
the Cameron—Kantor conjecture [32, 35], which asserts that there exists an absolute constant
¢ such that b(G) < ¢ for all finite almost simple groups G in faithful primitive nonstandard
actions (non-standard actions are defined in Definition 3.1.20). In [26, Theorem 1.3], Liebeck
and Shalev proved the Cameron—Kantor conjecture, but without specifying the absolute
constant c. In a series of papers [22, 27, 25|, Burness and others proved that b(G) < 7, with
equality if and only if H is the largest Mathieu group Moy in its 5-transitive action of degree
24; that is, the Cameron-Kantor conjecture is true with the constant ¢ = 7. Despite the
great attention, Pyber’s conjecture remained open until very recently. Starting on earlier
work of Benbenishty [15], Burness et al. [22, 27, 25, 28], Fawcett [52], Gluck and Magaard
[54], Halasi and Maréti [66], Liebeck and Shalev [89, 90], and Seress [150], it is shown in
[50] that there exists a universal constant ¢ such that b(G) < 45(log |G|/ logn) + ¢, for every

o7
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primitive permutation group G of degree n. Much more recently, Liebeck, Halasi and Mardti
showed in [65, Proof of Corollary 1.3] that for almost all non-large base primitive groups,
b(G) < 2[logn] 4 26; then Roney-Dougal and Siccha noted in [145] that this bound applies
to all primitive groups that are not large base. In [122], we prove a better estimation for the
base size of a non-large base primitive groups. Precisely the following result holds.

Theorem 3.0.2. Let G be a primitive permutation group of degree n. If G is not large base
then b(G) < max{7, [logn] + 1}. Furthermore, there are infinitely many such groups G for
which b(G) > logn + 1.

Notice that if G is the largest Mathieu group Moy in its b-transitive action of degree 24
then b(G) =7 > [logn]|+1. We shall prove in Proposition 3.1.33 that if G = Sp,,,,(2), acting
on the cosets of the maximal subgroup GO,,,(2), then b(G) = [logn] +1 > logn + 1. In
Section 3.1 we prove Theorem 3.0.2 using the version of the O’Nan-Scott theorem presented
in [92] (see Section 1.5).

In computational group theory, the elements of G < Sym({2) are stored as |Q|-tuples;
hence, from (3.0.1), it follows that the element of G can be stored as b(G)-tuples. Clearly it
is more convenient to store b(G)-tuples, rather than |Q|-tuples; whence Theorem 3.0.2 and
bounds on the base size in general are not only appealing for their own sake, but can also be
used for practical applications (see [149, Chapter 4] for further details).

Another question motivated by computational interest in permutation group theory is the
following.

Question 2. [30] Is the number of mazximal blocks of imprimitivity through a point for a
transitive group G of degree n. bounded above polynomially in terms of degree n?

This question was firstly asked by Cameron (see [30] for the motivation for this question),
and extends naturally an old question. Let us explain this better. In 1961, Wall [160] has
conjectured that the number of maximal subgroups of a finite group G is less than the group
order |G|. Wall himself proved the conjecture under the additional hypothesis that G is
soluble. The first remarkable progress towards a good understanding of Wall’s conjecture is
due to Liebeck, Pyber and Shalev [95]; they proved that all, but (possibly) finitely many,
simple groups satisfy Wall’s conjecture. Actually, Liebeck, Pyber and Shalev proved [95,
Theorem 1.3] a polynomial version of Wall’s conjecture: there exists an absolute constant
¢ such that, every finite group G has at most ¢/G|%/? maximal subgroups. Based on the
conjecture of Guralnick on the dimension of certain first cohomology groups [62] and on some
computer computations of Frank Liibeck, Wall’s conjecture was disproved in 2012 by the
participants of an AIM workshop, see [63].

To see that Question 2 extends naturally the question of Wall we fix some notation. Given
a finite group G and a subgroup H of G, we denote by

max(H,G) := |{M | M maximal subgroup of G with H < M}|,

the number of maximal subgroups of G containing H. Now, if ) is the domain of a transitive
permutation group G and w € €2, then there exists a one-to-one correspondence between the
maximal systems of imprimitivity of G and the maximal subgroups of G containing the point
stabiliser G, and hence Question 2 asks for a polynomial upper bound for max(G,,, G) as a
function of n = |G : G,|. When n = |G|, that is, G acts regularly on itself, the question of
Cameron reduces to the question of Wall and [95, Theorem 1.3] yields a positive solution in
this case, with exponent 3/2. In [112] we gave a positive solution to Question 2.

Theorem 3.0.3. [112, Theorem 1.2] There ezists a constant a such that, for every finite
group G and for every subgroup H of G, we have max(H,G) < a|G : H|>/2. In particular, a
transitive permutation group of degree n has at most an®/? mazimal systems of imprimitivity.
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In the case of soluble groups we actually obtain a much tighter bound, which extends the
result of Wall [160, (8.6), page 58] for soluble groups on his own conjecture.

Theorem 3.0.4. [112, Theorem 1.3] If G is a finite soluble group and H is a proper subgroup
of G, then max(H,G) < |G : H| — 1. In particular, a soluble transitive permutation group of
degree n > 2 has at most n — 1 maximal systems of imprimitivity.

With the use of the crowns 1.2 we prove Theorems 3.0.3, 3.0.4 in Section 3.2

Finally, in [111], we analyzed a problem quite different in permutation group theory. Let
us introduce the general setting. Let G be a finite group, let H be a subgroup of G, and let

O¢(H) := {K | K subgroup of G with H < K}

be the set of subgroups of G containing H. Clearly, Og(H) is a lattice under the operations of
taking “intersection” and taking “subgroup generated”; it is called the overgroup lattice. The
problem of determining whether every finite lattice is isomorphic to some Og(H) for a finite
group G arose originally in universal algebra with the work of Pélfy-Pudlak [132]. In 1938,
Ore proved that a finite group is cyclic if and only if its subgroup lattice is distributive [127,
Theorem 4]. Further he proved that for a finite group G and a subgroup H of G such that
the overgroup lattice Og(H) is distributive, then there exists a coset Hg generating G [127,
Theorem 7]. In [130], Palcoux obtained a dual version of Ore’s theorem, more precisely, he
proved that if Og(H) is distributive then there exists an irreducible complex representation
V of G such that G ny = H (where VH is the H-fixed points subspace of V). Let G be a
finite group, the Euler totient of G, ¢(G), is the number of elements ¢ such that (g) = G.
Then ¢(G) is nonzero if and only if G is cyclic, and when G = (), is the cyclic group of order
n, p(Cy) coincides with the usual Euler’s totient function ¢(n). For a subgroup H C G, the
Euler totient p(H,G) is the number of cosets Hg such that (Hg) = G. Hall [64] described
¢(H,G) in terms of the Mobius function p on the overgroup lattice Og(H), precisely he
showed that
QO(H7G>: Z ,LL(K,G)’KH’
KeOq(H)

Note that ¢(H,G) is nonzero (if and) only if there is a coset Hg generating G. In [131] it
was proved that for any subgroup H C G, if the dual Fuler totient

P(H,G):= Y wHK)G: K|
KeOg(H)

is nonzero then there is an irreducible complex representation V' such that Gyny = H (in
particular, if $(G) := ¢(1,G) is nonzero then G is linearly primitive, that is G admits a
faithful irreducible complex representation).

So the dual Ore’s theorem appears as a natural consequence of the following conjecture:

Conjecture 6. [13, Conjecture 1.5] If Og(H) is Boolean, then ¢(H,G) is nonzero.

(See Subsection 3.3.1 for the definition of boolean lattice.) In [13, page 58], the authors
asked whether the lower bound $(H,G) > 2¢ holds when Og(H) is Boolean of rank £ + 1.
As they pointed out, if the lower bound is correct, then it is optimal because ¢(S; x S, So x
S%) = 2¢. To highlight previous progress on this context, let us consider the (reduced) Euler
characteristic:

X(H,G) = — Z WK, G)|G: K|.
KeOg(H)

The Euler characteristic is an invariant related to ¢(H,G) in the following sense: when
K € Og(H), and Og(H) is Boolean of rank ¢, then u(K,G) = (—1)‘u(H,K), so that
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X(H,G) = £¢(H,G). It follows that Conjecture 6 reduces to investigation of the non-
vanishing of x(H, G). The problem of studying whether x(G) := x(1, G) is nonzero for every
finite group G is mentioned as open in [152, page 760] and attributed to Brown. It was first
approached by Gaschiitz, who showed in [55] that x(G) # 0 when G is a solvable group.
Later, Patassini proved that x(G) # 0 for many almost simple groups G in [134, 135], and
obtained further results for some groups with minimal normal subgroups that are products of
alternating groups in [136]. Despite these results, it is still unknown whether x(G) is nonzero
for every finite group G.

A first step to attack Conjecture 6 could be to prove the case where G is a finite simple
group, hence as a preliminary aim one should try to classify the inclusions H C G when G is
finite simple group and Og(H) Boolean. In [13, Example 4.21] it is noticed that if H is the
Borel subgroup of a BN-pair structure (of rank ¢) on G, then Og(H) is Boolean (of rank /),
and y(H, Q) is nonzero, moreover if G is a finite simple group of Lie type (over a finite field
of characteristic p) then its absolute value ¢(H,G) is the p-contribution in the order of G,
which is at least pée(ul). Further, Shareshian suggestes us examples of boolean Og(H) of any
rank when G is the alternating group, involving stabilizers of non-trivial regular partitions,
as shown in [8] for the rank 2. In [111] not only we proved the existence of these examples
for G alternating (or symmetric), but mainly we showed that (besides some sporadic cases)
there is just one other infinite family of examples arising from stabilizers of regular product
structures. As a consequence, Conjecture 6 holds true in this case (together with the expected
lower bound).

Let G be an almost simple group with socle an alternating group Alt(n), for some n € N.
When n < 5, nothing interesting happens: the largest Boolean lattice of the form Og(H)
has rank at most 1. Moreover, when G = Alt(6), the largest Boolean lattice has rank 2
and it is of the form (Dy, Sym(4),Sym(4)) or (Ds, Alt(5), Alt(5)). When G is PGL2(9), Mo
or PT'L2(9), the largest Boolean lattice has rank 1. When G = Sym(6) = PXL2(9), the
largest Boolean lattice has rank 2 and it is of the form (D4 x Cs,2.Sym(4),2.Sym(4)) or
(Cs5 x Cy, Sym(5), Sym(5)). Hence for the rest of this chapter we can assume that G is either
Alt(Q) or Sym(€2), for some a finite set €2 of size bigger than 7. The statement of the following
theorem contains terms which are defined in Section 3.3.

Theorem 3.0.5. [111, Theorem 1.2] Let Q be a finite set, let G be Alt(Q2) or Sym(?), let H
be a subgroup of G and suppose that the lattice Oq(H) = {K | H < K < G} is Boolean of
rank £ > 3. Let G1,...,Gy be the maximal elements of Og(H). Then one of the following
holds:

1. For every i € {1,...,0}, there exists a non-trivial regular partition 3; with G; =
N¢(X;); moreover, relabeling the index set {1,... 0} if necessary, 31 < --- < Xy.

2. G = Sym(f2). Relabeling the index set {1,...,¢} if necessary, Gy = Alt(Q2), for every
i€ {l,...,0 — 1}, there exists a non-trivial reqular partition ¥; with G; = Ng(%;);

moreover, relabeling the index set {1,...,0 — 1} if necessary, ¥ < -+ < Xy_q.

3. |Q| is odd. For every i € {1,...,¢}, there exists a non-trivial reqular product structure
Fi with G; = Ng(F;); moreover, relabeling the index set {1,... 0} if necessary, F1 <
< F

4. 19| is an odd and G = Sym(Q2). Relabeling the index set {1,... 0} if necessary, Gy =
Alt(QY), for every i € {1,...,0 — 1}, there exists a non-trivial reqular product structure
Fi with G; = Ng(F;); moreover, relabeling the index set {1,...,0 — 1} if necessary,
Fir<--- < Fp_q.

5. Q] is an odd prime power. Relabeling the index set {1, ..., ¢} if necessary, Gy is mazimal

subgroup of O’Nan-Scott type HA, for every i € {1,...,0— 1}, there exists a non-trivial
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reqular product structure F; with G; = Ng(F;); moreover, relabeling the index set
{1,...,0—1} if necessary, F1 < -+ < Fp_1.

6. 9| is odd prime power and G = Sym(2). Relabeling the index set {1,... L} if necessary,
Gy = Alt(Q) and Gy—1 is a mazimal subgroup of O’Nan-Scott type HA, for every i €
{1,...,0—2}, there exists a non-trivial reqular product structure F; with G; = Ng(F;);
moreover, relabeling the index set {1,..., 0 — 2} if necessary, F1 < --- < Fy_q.

7. £ =3, G = Sym(Q) and, relabeling the index set {1,2,3} if necessary, G1 is the stabilizer
of a subset ' of Q with 1 < |I'| < |Q]/2, G is the stabilizer of a non-trivial reqular
partition ¥ with T' € ¥ and Gs = Alt(Q2);

8. £ =3, G =Sym(Q) and, relabeling the index set {1,2,3} if necessary, G is the stabilizer
of a subset T’ of Q with |T'| =1, Gy = PGLa(p) for some prime number p, | =p+1
and G3 = Alt(Q);

9. £ =3, G=Alt(Q), | =8 and the Boolean lattice Og(H) is in Figure 3.2.

10. ¢ =3, G = Alt(Q), || = 24, and, relabeling the index set {1,2,3} if necessary, Gy is
the stabilizer of a subset T' of Q with |I'| =1, Gy = G3 = Moy.

In Subsection 3.3.6 we prove Theorem 3.0.5. In Subsection 3.3.7, we show that the cases
in Theorem 3.0.5 (1) and (2) do occur for arbitrary values of ¢. In Subsection 3.3.8, we
show that there exist Boolean lattices of arbitrary large rank whose maximal elements are
stabilizers of regular product structures.

Finally, Section 3.3.9 is dedicated to the proof of the following theorem where (4) is a
consequence of Theorem 3.0.5, and where the proof for (5) was already mentioned above.

Theorem 3.0.6. [111, Theorem 1.3] Let G be a finite group and H a subgroup such that
the overgroup lattice Og(H) is Boolean of rank €. Then the lower bound on the dual FEuler
totient ¢(H,G) > 2¢=1 holds in each of the following cases:

1. £ <3,

2. Og(H) group-complemented,
3. G solvable,

4. G alternating or symmetric,

5. G of Lie type and H a Borel subgroup.

As a consequence, the reduced Euler characteristic x(H,G) is nonzero.

3.1 Base size of primitive permutation group

The proof is divided in various steps, and for this proof we use the version of the O’Nan-Scott
theorem presented in [92] (see 1.5).

The bulk of the proof is the the almost simple case, hence we analyze this case in various
subsections. In Subsection 3.1.1 we estimate the base of an almost simple group G acting on a
G-orbit of (totally singular or non-degenerate of a fixed isometry type) one- and two-subspace
of the natural module V' in terms of the dimension of V. In Subsection 3.1.2 we give the
Definition 3.1.20 of a standard action of an almost simple group, and we deal with the almost
simple groups in non-standard actions. In Subsection 3.1.3 we analyze the case when the
group is an alternating or a symmetric group acting on partitions. Then in Subsection 3.1.4
we deal with subspace actions. Finally, in Subsection 3.1.5 we prove Theorem 3.0.2.

The following easy result is used throughout this Section.
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Lemma 3.1.1. To bound the base size of the primitive groups G that are not large base,
it suffices to bound the base size of those primitive groups G that are mazimal amongst the
non-large-base groups G.

Proof. Let H < G < Sym(n), and let B be a base for G. Then Hp < Gp =1,s0 Bisa
base for H. Hence b(H) < b(G). O
3.1.1 One- and Two-dimensional subspaces

Let G be an almost simple classical group G with natural module V. In this section we
analyze the action of G acting on a G-orbit of totally singular or non-degenerate one- or two-
dimensional subspaces of V. We start by collecting some preliminaries results and Definitions.

Notation 1. Let A € GLy(q). If A is block diagonal, of the form

A, 0 - 0

0 Ay - 0
A=

0 0 - A

with A; € GLg,(q) for 1 <i <t, then we write A = Diag(A1, Az,...,As). If d; =1 for all i,
then we also write A = Diag(aq, ..., aq).
We write F* for the nonzero elements of the finite field .

Lemma 3.1.2. Let V = IFZ and let G = GLg(q). Let v1,...,vq be linearly independent
elements of V', and let S = {(v1), ..., (va)}.

(1) G(s) is conjugate to a group of diagonal matrices, and is trivial when q = 2.

(2) For all pn:= (u1,...,p0q) € (]F;)d, let S(p) = SU{(p1v1 + -+ pgva) }. Then G sy =
Z(GLa(q))-

Proof. (1) Let g € G (s), then there exist A1,..., Aq € F, such that v;g = Av;, for 1 <i <m.
Hence with respect to the basis vy, ...v4 the group G(g) consists of diagonal matrices. The
second claim is immediate.

(2) Let g € Gg(,)- By Part (1), with respect to the basis vy, ..., v4 the matrix g is equal
to Diag(A1, ..., Aq). Furthermore, there exists an o € Fy, such that

(p1v1 + -+ pgva)g = Arpavr + -+ Agptavag = a(p1v1 + - -+ pava),
and consequently A\; = --- = \g = a. O

Lemma 3.1.3. Let B be a non-degenerate sesquilinear form on V- = F?¢, with d > 2. Let
F = F, if B is bilinear, and F = F» otherwise. Let u,v € V be such that (u,v) is non-
degenerate. Let g be an isometry of V such that ug = au for some o € F*.

1. Assume that vg = Bv, for some 3 € F*, and that there exist a nonzero w € (u,v)"’,

1,73 € F*, and o € F, such that g stabilizes (yiu + vov + y3w). Then wg = aw.
Furthermore, if v # 0 then 5 = «, and if, in addition, B(u,v) # 0 then a = o™ 1.

2. Assume that B is symmetric, and that (u,v) satisfy B(u,u) = B(v,v) = 0 and B(u,v) =

1. If g stabilizes (u,v), then vg = o~ 'v.
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Proof. (1). Since (u,v) is non-degenerate, we can write V = (u, v)@®{u,v)*. Let {u,v,w,wy ..., wq}
be a basis of V such that w,wy,...,wq is a basis of (u,v)*. Since g stabilizes (u,v), the
matrix ¢ also stabilises (u,v)*. In particular, there exist Ag, A4, ..., \q such that wg =

Aow + 2?24 Aiw;. Further, there exists u € F, such that

d
(1w + Y20 + 3w) = (Y1 + Y20 + Y3w)g = yrom + Y20 + Y3(Aow + Y Adjw).
=4

Hence p = o = Ag and \; = 0 for 4 < i < d. Furthermore, if 9 £ 0 then pu = 3. The final
claim is clear.
(2). There exist 8,y € F*, such that vg = Su + ~yv. Since

0 = B(v,v) = B(vg,vg) = B(fu + v, fu+ yv) = 237,
either 5 or 7 is 0. Furthermore,
1= B(ug,vg) = ay
yields that v = a~! # 0. Consequently 5 = 0. O

Lemma 3.1.4. Let G = GL4(q) and let Q be the set of 2-spaces of V = Fg. Letd =2a+7r
with 0 <r <landletV=V1®d---dV,dU = X @& U be any direct sum decomposition
with dimV; = 2 for all 1 < ¢ < a and dimU = r. For 1 < i < a, let v;1,v;2 be linearly
independent vectors in V.

(1) Let g € G,...va)- Then with respect to any basis beginning vi1,v1,2,...,va1,Va,2 the
restriction g |x= Diag(Xy,...,X,), with X; € GLa(q) for every 1 <i < a.

(2) Let I C {1,...,a}, let w1 = Y ;crvin, let wa = Y ;crvi2, and let W = (wy,ws). Let
9€ G, vow)- Then g |x= Diag(Xy,...,X1), with X; € GLa(q).

Proof. (1) Since Vig = V;, there exist oy, fi,7:,0; € Fy such that v;19 = av;1 + Pivi2, and
V; 20 = ViVi,1 + 0;0; 2.

(2) For 1 < i < a the matrix X; = ( ?‘h’ ?Z) Since Wg = g, there exist o, 3,7, € F,
such that

wig = Z(aivi,l + Bivi2) = aw; + Pwa,

il
wa2g = Z(’)/ﬂ)@l + 6iiv,-,2) = ywy + (5’[1)2.
iel
Hence a; = a, 5 = f,7; = v and 6; = 6, for all i € 1. O

Lemma 3.1.5. Let G be a finite almost simple primitive permutation group on ) with socle
Go that is not an alternating group, and let Go < Gy < G. If G/G1 has a normal series of
length k with all quotients cyclic, then b(G,Q) < b(G1,Q) + k.

Proof. By [59, Theorem 1.1] each element of G has a regular cycle. It follows that stabilising
one point for each cyclic quotient suffices to extend a base for G to one for G. O

Definition 3.1.6. We fix some notation that we will use for the remainder of this paper. Let
F =T, in the unitary case, and F = F, otherwise, and let o the automorphism of F mapping
x> 29, Let V = F.

We fix the following standard forms on V. =TF. Our standard unitary form B has basis

{617-"76m7f77’L7"'7f1} Zfd:2m;
{e1, .-y em, @y fmy. .., f1} if d=2m+1,
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where for alli and j we set B(e;, e;) = B(fi, fj) =0, Bles, f;) = 0ij, B(es,x) = B(fi,x) =0,
and B(z,z) = 1.
Our standard symplectic form B has basis

{e1, s emy frny s f1}

where d = 2m and for all i and j we set B(e;,e;) = B(fi, f;) =0, B(es, fj) = 0i ;.
Our standard quadratic form @Q, with symmetric bilinear form B = Bg, has basis

{elw'-vemafm"")fl} szm,st Of+ type;
{e1, . sem, Ty, frny -y 1} d=2m+2, Q is of — type,
{e1, -y ems @, frmy-- s f1} d=2m+1,

where for all i and j we set Q(e;) = Q(fi) = 0,B(es, f;) = 65, Blei,x) = B(fi,x) =
Blei,y) = B(fi,y) = 0, Q(x) = B(z,y) = 1 and Q(y) = ¢, where X? + X + ¢ € F[X] is
irreducible. We remark that will work, at times, with orthogonal groups of odd dimension in
characteristic 2, and that that this is our standard form in this case as well: see, for example,
[157, p139] for more information.

A pair (u,v) of vectors is a hyperbolic pair if B(u,u) = B(v,v) =0, Q(u) = Q(v) =0 in
the orthogonal case, and B(u,v) = 1.

A pair (u,v) of vectors is an elliptic pair if Q(u) =1, Q(v) = (, for some { € F such that
X2 4+ X + ¢ is drreducible, and B(u,v) = 1.

Definition 3.1.7. Ifd = 2m, q is odd and Q) is of — type we work sometimes with the slightly
modified basis form

{e1, .. sem, @ Y fons ooy f1),
where for all i and j we set Q(e;) = Q(fi) = 0,B(e;, f;) = dij, Blei, ') = B(fi,2') =
Blei,y') = B(fi,y') =0, Q(z') = 1, B(z',9/) = 0 and Q(v) = o, where X? + a € F[X] is
irreducible (that is —a is a non-square in IF).

Totally singular

Here, we consider the unitary, symplectic and orthogonal groups G, and let S(G, k) be a
G-orbit of totally singular k-spaces of V = F?, with k € {1,2}. Note that the actions of the
groups G with PSLy(q) < G < PI'Ly(q) on one- and two- spaces are included here.

Note that in all but socG = P, (¢), the set S(G, k) contains all the totally singular
k-spaces of V.

Lemma 3.1.8. Let G = G4(q) be one of PGUy4(q),PSp,(q),PGO3(q). Let D = {3,4} if
G is unitary, D = {6} if G = PGO¥(q), and D = {4,5} otherwise. Let a € D such that
d =2k +a, with k € N. Then b(G,S(G,1)) <b(Ga(q),S(Ga(q),1)) + 2k.

Proof. We proceed by induction on k. If K = 0 the result is clear, so assume that k£ > 0, and
that the result holds for £ — 1.

For all n, let H,, denote the linear group corresponding to G(q), so that H,, € {GU,(q),
Sp,(q),GO5(q)}. Let U = (ea,..., f2). Then U is non-degenerate, so by the inductive
hypothesis, there exists a set T of b(G4(q)) + 2(k — 1) one-dimensional subspaces of U such
that (H,—2)(4) acts as scalars on U. Up to conjugacy, we may assume that (ez), (f2) € A.

Let B =T U{(e1 + e2), (f1 + f2)}. We shall show that B is a base for H. Let h € Hg.
We first apply Lemma 3.1.3(1), with (e2, f2,e1) here in place of (u,v,w) there to see that
there exist a, 8 € F* such that esh = aes, foh = Bfe and eth = ae;. We then apply
Lemma 3.1.3(1) to (eg, fa, f1) to deduce that fih = Sf1. Now h stabilises (ej, f1), and so
stabilises U. Hence, by our assumption on A, the group H induces scalars on U. Therefore
in particular, « = 3 and so H(p) consists of scalars, as required. ]
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Lemma 3.1.9. Let d > 3, and let G € {PGUy4(q),PSp,(q)}. Then b(G,S(G,1)) <d.

Proof. Let B be our standard unitary or symplectic form, from Definition 3.1.6, let F = [F»
for the unitary case, let F = [, for the symplectic case, and let U = (eq, f1).
Since 2 is perfect, the trace map

ack T
trFq racelfp—a+a’ el

is surjective, and so there exists u € F2 such that u? + p + 1 = 0. Hence for d odd (and so
B unitary), B(e1 +x + ufi,e1 +x + pfi) = p4+ 1+ p = 0, so the vector e; + x + pfy is
singular. Hence for odd d we may let

B3 = {<€1>’ <f1>7 <€1 +x+ /~Lf1>}7

and let g € GU3(q)B,). Apply Lemma 3.1.3(1), with (e, f1,7) in place of (u,v,w), to see
that g is scalar. Hence b(PGUs(q)) < 3.
Let
By = {{e1), (f1), (e1 + €2), (fa +e1)} € S(G, 1),

and let g € GU4(q)(5,) or g € Sp4(q)(s,) Apply Lemma 3.1.3(1), first to (e, f1,e2) and then

to (e1, f1, f2), to see that g = Diag(«a, a, a, 3), for some «, B € F. Then from B(aes, afs) =1

we see that « = a9, and from B(aey, Sf1) = 1 we see that aff? =1, so f = a~% = a. Hence
g is scalar, and so b(PGUy4(q)) < 4 and b(PSp,(q)) < 4.

The result now follows for all d > 3 by Lemma 3.1.8. O

<

Lemma 3.1.10. Let d > 5, let € € {+, —, 0}, and let G = PGO%(q). Then b(G,S(G, 1))
d—1.

Proof. Throughout, ) denotes our standard quadratic form, from Definition 3.1.6.
First, let d be odd, let

Bs = {{e1), (f1), (—e1 +z + f1),(e1 + e2)} € S(G, 1),

and let g € GO3(q)(s5)- We apply Lemma 3.1.3(1), first with (e1, f1, ) for (u, v, w), and then

with (e1, f1, e2), to see that g|ic, ¢, f,) = Diag(a, a, a, a), for some a = a~t € F,. Applying

Lemma 3.1.3(2) to {eq, fo} yields fog = afa. Hence g is scalar, and so b(PGOZ(q)) < 4.
Next, let @) be of minus type, let

Bﬁ_ = {<61>7 <f1>7 <€1 + 62>’ <_61 +z+ f1>7 <_C61 +y+ f1>} - S(G7 1)’

and let g € GOg (q)(5s)- We apply Lemma 3.1.3(1), first with (es, f1,x) for (u,v,w), then
with (e1, f1,y), and finally with (e1, f1,e2), to deduce that g|(, e, 24,5y = Diag(a, o, o, a, a),
for some o = o=t € F,. Applying Lemma 3.1.3(2) to (ea, f2) shows that g is scalar, and so
b(PGO; () <5.

Finally, let @ be of plus type, let

B ={(e1), (f1), (e1 + €2), (fa + e1), (e2 + e3)} C S(G, 1),

and let g € GO{ (q)p,. Let W = (e1, €2, fa, f1). We apply Lemma 3.1.3(1), first to (e1, f1, e2),
and then to (e1, f1, f2), to see that g|y = Diag(a, a, a,a™ 1), for some o = o~ € F,. Next,
we apply Lemma 3.1.3 to (es, f2,e3) to see that e3g = aez. Now W = (e3, f3) is stabilised
by g, so Lemma 3.1.3(2) applied to {es, f3} shows that g is scalar. Hence b(PGOZ (¢)) < 5.
The result now follows for all d > 5 by Lemma 3.1.8. 0

We shall prove that the bound in Lemma 3.1.10 is tight.
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Lemma 3.1.11. Letd > 6 be even, lete € {+, —}, and let G = PGOZ(q). Thenb(G,S(G,1)) =
d—1.

Proof. Let V be the natural module for H = GO%(q), and let A = {(v1), ..., (v4—2)} be a set
of d — 2 totally singular 1-spaces. Let W be any d — 2-dimensional space containing the span
of the 1-spaces in A, and let H(y,) denote the subgroup of H that acts as scalars on W. We
shall show that there exists a nonscalar element of Hyy, from which the result will follow.

If W is non-degenerate, then H y contains a subgroup which acts as GO(WL) on W,
so the result is immediate. Thus we may assume that W is degenerate, so U := Rad(W) =
W N W is a non-zero subspace of W.

First assume that there exists a v € U such that Q(u) # 0. This implies that ¢ is even, so
H has a single orbit on non-singular 1-spaces, and without loss of generality we can assume
that v = e; + f1. Notice that ey, fi € W, since Bg(u,e1) = Bg(u, f1) # 0. We define a linear
map g by

erlg=fi, fig=e, zg=uxforalxe e, fi)"

Let v1,v2 € V, then for i = 1,2 we can write v; = ayer + bifi + i, for some a4, ; € Fy and
z; € (e1, f1)*. Then

Qvig) = Qarfi + pier +x1) = a1 fi + Q1) = Q(v1)
Bg(vig,v2g9) = Bg(aifi + frer +z1, aaf1 + fae1 + x2)
= a1f2 + Braz + Bg(x1, x2)
= Bg(v1,v2),

so g € H. Furthermore, if w € W then Bg(w, e; + f1) = 0, so we can write w = z+aej +afi,
for some = € (eq, f1)* and a € F,. Hence wg = w, so g € Hyyy, as required.

Next assume that Q(u) = 0 for all u € U, so that U is totally singular. If dim(U) =1
then we can write W = (u) L W’ with Rad(W’) = 0, when ¢ is even this contradicting
the fact that dim W = d — 2 is even. So, when dim(U) = 1, we can assume that ¢ is odd.
Then there exists a v’ € V \ W such that Bg(u,u') # 0. Let W1 = (W,v). Then W; is
non-degenerate, and dim(W;) = d — 1, so dim(Wi) = 1. Let = be a basis vector for Wi,
and define g € GL(V) from V to V by

wrg = wy, Yw; € Wi, and xg = —.

Let v € V, then we can write v1 = ajw; + f1z and v2 = avws + Box, for some a4, f; € Fy
and w; € Wy. Hence

Qv1g) = Q(auwr — fiz) = *Q(wr) + (—6)*Q(z) = Q(v1)
Bg(v1g,v29) = Bg(ajwi — frz, aswy — Pax)
= a1z B (w1, w2) + B182Bq (7, x)
= Bg(v1,v2),

so g € H. Since W C Wy, then wg = w so g € Hyy), as required.

Hence we can assume dim(U) = 2, and we may let w1, uz be a basis for U. There exists
a vector wy € V such that Bg(ui,w) =1, Q(w1) = 0 and (replacing up by another element
of U if necessary) Bg(uz,wi) = 0. Then uy € (u1,w1)T, so there exists wo € (u1,w;)" such
that Bg(u2, w2) = 1 and Q(w2) = 0. Then wi,ws & W, so each v € V can be written as
x + awy + Pfws for some «, f € Fy and x € W. We define an element g € GL(V') by

w1g = w1 + U2, wog=we —u; xg=x forallxe W.
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For i = 1,2, let v; = aywy + Bywe + x;, with z; € W. Then

Q(Ulg) = Q(al(wl + UQ) + ﬁl(wg — ul)) + Q(l’l) + BQ(Oq(’wl + UQ) + /Bl(wg — ul), 1:1)
= —a1f1 + a1f1 + Q(z1) + Bolarw + Brws, 1) = Q(v1)
Bg(vig,vag) = Bo(ai(wy +ug) + Bi(wa — uy) + 21, ao(wy + u2) + fa(wz — uy) + x2)
= Bo(1,%2) = Bg(v1,v2),

so g € H. It is then clear that Bg, so g € H(y), as required. O

We shall make repeated use of the following observation in the proof of this Section so
record it as a lemma.

Lemma 3.1.12. Let v1,...,vq be a basis for a vector space V.= F%, and let u = Yo v
and v =731 Biv;. Let T = (u,v), and let g € GL(V') be such that Tg = T. If there exists a
Jj€{1,...,n} such that B; # 0, and each nonzero vector in (v;g : «; # 0) has v; coefficient
0, then there exists n € F* such that ug = nu.

Lemma 3.1.13. Let H = PGLy(q). Ifd > 5 then b(H,S(H,2)) < [2] +2. Ifd = 4 then
b(H,S(H,2)) < 5.

Proof. Let G = GLg4(q) and let vy, ..., vg be a basis for Fg. Let a = [d/2], and let

Vi = (vi—1,v2), for 1 <i<a (if d is odd, set vg11 = v1)
Wii=(v1 +v3+- -+ vaq_1, V2 + 04+ -+ v24-2).

First assume that d > 5, and let
Wy := (v1,v3 + v24—2 + va).

We will show that B = {V;, W1, W2 | 1 <4 < [d/2]} is a base for H. Let g € G(z) and let
X=Vi® - -®V,_1. Then g stabilises W1 N X = (vg + vg + - - + v24—2). Hence there exists
B € F, such that

v2jg = Bugj, for1 <j<a—1. (3.1.1)

Furthermore, g stabilises V; N Wy = (v1), and hence v1g = awv; for some a € F. Now, this
and the fact that g stabilizes Vo @ -+ - @ V,_1 = (v3, vy, ..., V2q—3, V2q—2) means that we may
apply Lemma 3.1.12, with T'= W1, u = vy +v3 + - - - + v94—1 and j = 2 to deduce that

V2;—19 = XU2;—1, for1 <i1<a.

In particular, notice that vyg € (v4_1,v4), irrespective of whether d is even or odd. Now we
may apply Lemma 3.1.12, with T' = W5, u = v3 + v9q_2 + vg and j = 1 yields a« = 8 and
vg = avg. That is, g is scalar. The result follows.

Next let d = 4. We will show that

B = {V1, Vo, Wi, W3 = (v, v4), Wy = (v1 + v2,03)}

is a base for H in its action on 2-spaces, so let g € G (). Since g € G(v; v,,w,), S0 Lemma 3.1.4
implies that g = Diag(X1, X7) with X; € GLa(q). Since g stabilises V; N W3 = (vs), there
exists § € I such that vog = Svo, and hence v4g = fvy. Similarly, since g stabilises Vo NW3 =
(v3), there exists a € F such that v3g = avs, and hence v1g = av;. Applying Lemma 3.1.12,
with T'= Wy, u = v1 + v2 and j = 3 we see that a = (3, and so g is scalar, as required. [

Proposition 3.1.14. Let G € {PGU4(q),PSpy(q), PGO5(q)}, and let b = b(G,S(G,2)). If
d > T then b < [%1 If G = PGUy(q) then b < 5, whilst if G € {PGUs(q),PGUg(q),
PSp4(q), PSpg(q)} then b < 4.
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Proof. Let B be either our standard unitary or symplectic form, or the polar form of our
standard quadratic form @, from Definition 3.1.6. Let F = Fg for the unitary case, and let
F = F, otherwise. Let a = [d/2], and notice that if d > 7 then a > 4.

We first define some useful subspaces, and fix some notation. Let

Vi = (e1,e2), Va = (f1, f2), Wi = (e1+ej,ea— fi+ fi), for3<i<a.

It is straightforward to verify that Vi, Vo and W; are in S(G,2). Let g € G stabilise V; and
Va. Then for i € {1,2} there exist a;, fi, Vi, 0; € F such that

e1g = are; +agea,  eag = Brer + [aer

(3.1.2)
f19 =7f1 +72f2, fog = d1f1 + d2f2,

Furthermore, let U = Vi @ V5, and let W = U=, Since U is non-degenerate and U? = U, it
follows that W9 = W.

We shall deal with the cases where d < 6 at the end of the proof, so assume for now that
d > 7 and let

Let g € G(4), and let X = (A). We shall first show that there exist a, § € F such that

g|x = Diag(a, B, 0, ..., B, ..., B,a, ). (3.1.3)

For 3 <i < a— 1, the element g stabilises U; := (V1, Vo, W;), and so stabilises U; N W =

(€s, fi). Hence for 3 <1i < a — 1 there exist «a;, fi,7i, 0; € F such that

eig = ae; + Bifi, fig = viei + 0ifi. (3.1.4)
By Lemma 3.1.12, with 7" = W; and v; = fi1, we deduce from (3.1.2) that (e; + €;)g =
77(61 + 61') = aie1 + ages + aye; + B f;. Hence, a1 = «; and as = §; = 0. That is,

eig=aqe;, forie{l,3,4,...,a—1}. (3.1.5)

Similarly, for 3 < i < a — 1, there exist n, p € F such that

(e2 — fi+ fi)g =mnler+e;)+plea — f1 + fi)
= pre1 + B2e2 — 1 f1 — 2 fo + viei + 0 fi.

Equating coefficients, we deduce that v = 0, 51 = v; and 82 = 1 = J;. Consequently, for
3<i<a-1

fig=PBafr,  fig = Prei+ Bafi. (3.1.6)

For i € {1,2}, let U; = (e;, f;). From (3.1.5) and (3.1.6) we see that U{ = U. Hence g
stabilises U NU = Uz, and so (V1 NU2)9 = (e2)9 = (e3), and (VaNUz)I = (f2)9 = (fa). From
(3.1.2) it follows that eag = faes and fog = o fo, that is, f1 = d; = 0. Then, from (3.1.6) we
deduce that f;g = Baof;, for 3<i <a—1.

Finally, B(e1g, f19) = B(ezg, f2g) = 1 yields

ar = By % and By = 46,7,
and hence oy = d2. Setting o = a1 and 8 = [ yields (3.1.3).

We shall now extend A to a base for G/Z(G), but the additional subspace depends on
the type of G.
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Odd dimensions Let G be GUg,-1(q), or GO3,_;(q). In the unitary case, let A € F satisfy

F
A7+ X =1 (this element exists because F 2 is perfect, and the trace map trFZQ ca €Fp
a+ af € F, is surjective), otherwise let A = 1. Let

T3 = (—e1 + 2 + Af1, fo +e3).
Then a short calculation shows that T3 € S(G,2). We will show that
B:=AU{T3} C S(G,2),

is a base for G/Z(QG).

Let g € G). By (3.1.3) we have (X+)9 = X, that is, there exists £ € F such that
xg = &x. Since g|x is as in (3.1.3), we deduce from Lemma 3.1.12, with 7' =T5 and v; = fo,
that

(—er+zx+Af1)g=n(—e1 +x+ \f1) = —ae; + x4+ A\ 1.
Hence a = =&, and g = aly, as required.
Orthogonal groups of minus type. Let G = GO,,(q), and let
Us=(—e1+z+ fi+ez,—Cer+y+ fi+(f2)

Then a short calculation shows that Us € S(d,2). We claim that B := AU {V3} C S(G,2),
is a base for PGO} (q).

Let g € G(p). Since (z,y)? = (z,y), there exist ay, Ba;,Va; da € F such that g = gz +Bay
and yg = Yax+0,y. Then we deduce from (3.1.3) and Lemma 3.1.12, with T’ = Us and vj = fa,
that

(—er+x+ fi+e)g=n(—er +z+ f1+e2) = —aer + aux + Bay + Bf1 + Bea.

Hence 5, =0 and a = = a4.
Similarly, setting v; = ea, we see that

(=Ce1+y+ fi+(f2)g=n(—Cer +y+ fi +(f2) = —Caer + Yo + oy + af1 + Cafo.

Consequently v, = 0, and o = §,. That is, g is scalar.
The remaining large groups Let G be one of PGUs,(q), PSpy,(q), or PGOZ, (¢). Let

V= {e1 + eq,e2 — €a — f1 + fo + fa).

Then a short calculation shows that V3 € S(G,2). Let B := AU {V3} C S(G,2). We shall
show that B is a base for G/Z(G).

Let g € G (). Since g is as in (3.1.3) and Vi = Vs, it follows that there exist o, 84, Ya, 00 €
F such that e g = ageq + Bafa and fog = Va€q + 9o fo. Then, by Lemma 3.1.12, with T'= V3
and v; = e, we deduce that

(e1+ €a)g =1n(e1 + €q) = a1 + aata + Pafa-
Hence 8, = 0 and a, = «, that is e,g = ae,. Moreover, setting v; = e; we see that
(e2 —ea— fi+ fot fa)g =mnle2 —ea — fi + fo+ fa) = Be2 — aeq — Bf1 + afs + Ya€a + dafa-

Consequently
a=03=da=a—"

and so 7, = 0, and ¢ is scalar. O
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Table 3.1: Bases in small dimension for S(G, 2): V1 = (e1,e2), Vo = (f1, f2)

G B Notes
PGUy(q) {V1, Vo, (e1 + if1, ea + pufa), {e1, f2), (ex —e2, f1 + fa) } | p9+p=0
PSp,(q) Vi, Vo, (e1 + f1 + fasea + f1), (e1 + fa,e2 + fo+ f1)} | q even

Vi, Vo, (e1 + f1 + fa,ea + f1),{e1 + fa,e2 + f1)} q odd
PGUs(q), {1, Vo, (—ea + x4+ Afa, f1), (—e1 + x + Af1, f2)} M+ A=1
PSps(q), PGUs(q) | {V1,V2,{e1 +es,e2 — f1 + f3),(e1 — e, f1 + f2)}

Non-degenerate

In this subsection we consider the unitary and symplectic groups G, and let N (G, k) be a
G-orbit of non-degenerate one- and two-dimensional spaces of V = IF‘;I. Further, we consider
the orthogonal groups G on N(G, 1) a G-orbit non-degenerate one-spaces of V, unless k = 1
and ¢ is even, in which case it will denote a G-orbit of non-singular 1-spaces. Finally, we
consider the orthogonal groups G on N*(G, k) a G-orbit of non-degenerate two-spaces of +
or —type.

Lemma 3.1.15. Let d > 3, let G = PGUy(q), and let N = N (G,1). Then b(G,N) < d.

Proof. Let {v1,...,v4} be an orthonormal basis of the natural module V for G.

First assume that either d is odd or ¢ > 2. For pu € Fy, let v = v(p) = v1 +- - - +vg_1 + pvg.
Let a be a primitive element of Fy. Then B(v(p),v(n)) =d -1+ pd*l so for at least one
value of y in {a, a1, a?} the vector v(u) is non-degenerate. Fix this value of y, and let

B = {<’01>, ) <Ud*1>7 <v</j’)>} - N

Let g € GUq(q)(5) and U = (v1,...,vg—1). Since U is non-degenerate, (U+)? = (vg)? = (vq).

That is g stabilizes d linearly independent vectors, so g is diagonal by Lemma 3.1.2(1). Then

since g also stabilises (v(u)), Lemma 3.1.2(2) yields that g is scalar, and the result follows.
When g = 2 and d is even, let

B = {{v1), (va), (v +v1 +v2) | 3<i<d} CN,

let g € GUqg(q)), and let U = (v, v2). Since U is non-degenerate we have (U+)4
(v3,...,v4)9 = (v3,...,v4). Now, we are in the position to apply Lemma 3.1.3(1) to (v1, v2, v;
for 3 < < d, to see that g is scalar, and so b(G,N') < d.

~—

)

O

For the next result we use the following notation. Let G = GO3,,(¢), and let N3 (G, 1) be
the G-orbit corresponding to the non-degenerate one-spaces of V = Fg having as orthogonal
complement a 2a-dimensional orthogonal space of +type. Furthermore, when G4 = GO;ta(q)
we recall that M (G4,1) denotes a Gi-orbit of non-degenerate (respectively non-singular)
one-spaces of V. Note that, when ¢ is odd, there are two isometry classes of such spaces (but
only one similarity class). The two orbits can be distinguished by considering the discriminant
of the restriction of the underlying quadratic form on V. Since the actions of G1 on the two
orbits are equivalent, it is enough to consider one of them.

Lemma 3.1.16. Let d > 4, let H = PGO%(q) be almost simple, and let N be an H-orbit of
non-degenerate (q odd) or non-singular (q even) 1-spaces. If (d,N') # (4, N(H,1)), (5, N_(H, 1))
then b(H,N') < d — 1. In addition b(PGOy (¢),N') < 4 and b(PGOz(q),N') < 5.
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Table 3.2: Bases in small dimension for N'(G, 1) and N4 (G, 1)

G Notes B

PGO; (g) | ¢ even [onlohler + 2+ )}

PGOj (q) | ¢ odd, form from Definition 3.1.7 | {{(y), (e1 +¥'), (f1 + '), (/i + (¢ — L)es + ')}

PGO5(q) | N4(G,1) {(z), {e1 + 2), (@ + f1),(e2 + 7)}

PGOz2(q) | N_(G,1), let —a* and {{e1 — a* f1), (e1 — a* f1 + e3), {e1 — a* f1 + f2),
(

1 — 3* be non-squares in F es —a*foter),(ea—p*fo+z+ f1)}

Proof. When € = — and ¢ is odd, let @) be the form defined in Definition 3.1.7; otherwise let
@ be our standard quadratic form for H. Let G = GOj(q, Q) preserve Q.

For d = 4 we list a base of the specified size in Table 3.2, so assume d > 6. We first
consider the orbits of type N (G,1) and N} (G,1). Let

2{61+f1> (er+ fi+e),(er+ fi+ fi),er+e+fo)| 2<i<a,2<j<a—1},

€z+x> <y+f]>a|1§2§a71§j§a_1}v q even
ez-i-y LW )i+ (a—1er+2) | 1<i<a,1<j<a-—1}, otherwise
{ <ez+x> (a:+fj>|1<z<a1<]<a—1}

If either ¢ = + or ¢ = — and ¢ is even, we see that Q(w) is a square for all (w) € B,
so B° C N(G,1). Similarly, if e = — and ¢ is odd then Q(w) = « for all (w) € B~, so
B¢ C N(G,1). It is straightforward to verify that (v)* is of + type for each (v) in B°, so
B° C N1 (G, 1). We shall show that B° is a base for H, so let g € G5

We first consider ¢ = o, and ¢ = — when ¢ is even, and show that g acts as +I on
(v:(v) € B). Let U := (x,y) if e = —, and U := (x) otherwise. Since U9 = U and U is
non-degenerate, we deduce that (U+)9 = UL = (ey,...,eq, f1,..., fa). In particular, there
exist p, 1 € Fy and u;,v; € Ut forl1<i<aand1<j<a-—1suchthat zg = px, yg = Yy
ife=—, e,g =u; and f;g = v;. Now, for 1 <i < a there exists v; € IF; such that

(e; +x)g =vi(ei + o) = u; + pz.

Equating coefficients shows that e;g = v;e; = pe;, for 1 <i < a. For € = o we consider z + f;
to see that fjg = pufj for 1 < j <a—1. For € = — we consider y+ f; to deduce that f;jg = f;
for 1 <j <a— 1. It follows from Q((e1 + f1)g) = Q(xg) = 1 that pu =1~ = € {£1}.

Now, we consider the case ¢ = — and ¢ odd. Here, we have that d > 6, that is
a > 2. Since y'g = py' and (y') is non-degenerate, we deduce that ((y/)*)9 = (y/)* =
(e1,.. ea, @', f1,. .., fa). In particular, there exist u;,v; € (')t for 1 <i<aand1<j<

a — 1 such that e;g = u; and f;g = v;.
Now, for 1 < i < a there exists v; € ]F(’; such that

(ei+vy)g=vi(ei+y) =ui +py.

Equating coefficients shows that e;g = v;e; = pe;, for 1 < i < a. In the same way we deduce
that fjg = pf; for 1 <j <a — 1. In particular, we deduce that

(<€17' : 'aeaflyy,aflw . 'afa71>L)g = <€a,l'/,fa>g = <eaa$/afa>7

and consequently we have that 2/g = u’ for some v’ € (eq, 2/, f4)-

Moreover, there exists 1) € F such that (e1+(a—1) fi+2")g = ¥(e1+(a—1) fi+2') = pler+
(a — 1) f1) + v'. Equating coefficients shows that 2'g = pz, and Q((e1 + f1)g9) = Q(zg) = 1
yields that u = +1.
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For e =+, let (e1 + f1)g = p(ex + f1). For 2 < i < a, there exists v; € [, such that
(e1+ fi+e)g=vi(e1+ fi +e) = pler + f1) + eig.

Hence e;g = (v; — p)(e1 + f1) + viei, and Q(e;g) = 0 yields v; = u, so e;g = pe; for i > 2.
Similarly, f;g = pf; for 2 <i < a—1, and from Q((e2+ f2)g) = 1 we see that u € {£1}. Since
((ea+ f2)+e1) € B, we deduce in the same way that e;g = per, and then (e1+ f1)g = pe1+ f1g
yields fig = uf1, as required.

Now, let € and ¢ be arbitrary. The space (eq, f4)* is non-degenerate and stabilised by g,
s0 (eq, fa)? = (eq, fo). Lemma 3.1.3, applied with (u,v) = (eq, fa), yields fog = pfa. That is
g = £1, as required.

Now, we have to find a base for the action of G = GOg(¢q) on N' = N_(G,1). Let o, 8 € F,
such that —a and 1 — 8 are non-squares in F.
When d = 5 we list a base of the specified size in Table 3.2, so assume d > 7. Let

B:={({e1 — afi),(e1 —afi +e;),(e1 —afi + [j), (e2 — afs + e1),
(ea —Bfo+ax+ fi)| 2<i<a,2<j<a-1}.

First of all we shall show that B € N_(G,1).

Since (e1 — afi)t = (e1 + afi,z) @ {e2,...,eq, fa,---, f2), from [80, Lemma 2.5.11(ii)],
we deduce that (e; — afi)™ has —type if and only if (e; + afi,z) has —type. By [80,
Propositions 2.5.10, 2.5.13] we get that (e; + af1,z) has —type if and only if either the
determinant of the Gram matrix of the (induced) bilinear form on (e; + afi,z) is a non-
square or qg—l is odd. If ¢ = 3 (mod 4), there is nothing to prove, hence we can assume that
g =1 (mod 4). We claim that, when ¢ = 1 (mod 4), we can choose a to be a non-square.

Assuming the claim holds true, since the determinant of the Gram matrix of the (induced)
bilinear form on (e; + . f1, x) is 4o and we can choose « to be a non-square, then (e; +af1, x)
has —type and consequently (e; — af1) € N_(G,1). Now, let us prove the claim. Since
g = 1 (mod 4), then the Jacobi symbol the Jacobi symbol (_71) is 1. Since ¢ may be
not a prime, then —1 may be a non-square. First, note that, since the set of the square
(F*)? is a subgroup of (F*) and since —a is a non-square, when —1 is a square, then « is
a non-square. Whilst if —1 is non-square, then then the Legendre symbol (%) is —1, and
consequently (%) = — (%) = 1. That is « is a square. Thus —a = —1 (mod (F*)?),
and since |F* /(F*)?| = 2, there exists a* € F* such that both a* and —a* are non-square.

Replacing « with o* the claim follows.
From [80, Lemma 2.5.11(ii)], since

<61_af1+€i>J_ = <€1+Oéf1,l‘,f1—fi,€i>@<€2, s 61,6541, - - 7€a7fa7 .. '7fi+17fi—17 .. '7f3>7

we deduce that (e; — af + e;)* has —type if and only if (e; + o f1, x, fi — fi, e;) has —type.
By [80, Propositions 2.5.13] we get that{e; + af1,z, fi — fi,e;) has —type if and only if the
determinant of the Gram matrix of the (induced) bilinear form on (e; + afi,z, f1 — fi,e;) is
a non-square. Being the determinant of the Gram matrix equal to —4a and being 4 always
a square, from our choice of o, we deduce that(e; + af1,z, f1 — fi,ei;) € N_(G,1). With the
same argument one can prove that (e; — afi +¢;), (e1 —afi + f;), (e2 —afa+e1) € N_(G, 1)
for3<i<a,2<j<a-1

Observe that (es — Bfo+x+ f1)t = (ea+Bfa,x—2e1, f1,x—2f2) D(e3,...,€a, far-- -, f3).
Now, since the determinant of the Gram matrix of the (induced) bilinear form on (es +
Bfa,x — 2e1, f1,x — 2f3) is 16(1 — [3), that is a non-square according with our choice of f,
form [80, Propositions 2.5.11(ii), 2.5.13], we deduce that (es — Bf2 + z + f1) € N_(G,1).
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Table 3.3: Bases in small dimension for N'(G,2) and N1 (G,2): Vi = (e1, f1)
G B Notes
PGU(5,q), PGOs(q) | {Vi,(e1 + e2, f2), (fo + x,e2 + f1)}
PSpg(q), PGUg(q), {Vi,(e1 + fa, f2), (es + fi,e2 + f3), (e1 + €2, ea + f1 + f3)} q odd
PGO™(6,q) {Vi,{e1 + fa, f2),{e3 + fi,e2 + f3),{e1 +e3 + fa,ea + f3 + f1)} | q even
PGOG_(q) {V17<€27f2>7<€1+37_f17e2+y—Cf2>

Here, we shall show that B is a base for H, so let g € G(g). Since Vi := (e1 — afy) is
non-degenerate, then (Vll)g . In particular, e;g, fjg € VlL, and so there exist u;,v; € VlL such
that e;g = u; and f;g = v;, for 2 <7 <a,and 2 < j <a— 1. Now, for 1 <7 < a there exists
vi, vy € IFy such that

(e1 —afi +ei)g =vile1 —afi + ) = pler — afi) + u,
(e1 —afi+ fi)g = viler —afi + fj) = pler — afi) +v;.

Equating coeflicients shows that e;g = vie; = pe;, and fjg = vjf; = pfj for 1 <i < a, and
2 < j <a—1. Here, with a similar argument applied to V5 := (ea — afs + €1), it is possible
to deduce that e;g = pe;.

Since (ea, ..., €q_1, fa_1,... f2) isstable, hence (e, ...,eq 1, fa_1,... f2)F = {(e1, ea, T, fa, f1)
is stable. Hence fi1g = w, for some w € (e1, eq, z, fa, f1). Consequently

(e1 —afi)g = pler — afr) = per — aw,

that is fig = pfi. Now, since ((e1,...,€a—1, fa—1,---f1))9 = (ea, T, fo), then zg = wo
wy € (€q, T, fa). Thus

(e2 = Bfa+ x4+ f1)g =&(e2 — Bfa+x+ f1) = plez — Bfa + f1) + wa,

and equating the coefficient we get that g = ux. Here, the space {(eq, f,)* is non-degenerate
and stabilised by g, so (eq, f4)? = (eq, fo). Lemma 3.1.3, applied with (u,v) = (eq, fa), yields
fag = pfa. That is g = +1, as required. O

Proposition 3.1.17. Let d > 5, let ¢ € {+,—, 0}, let H € {PGUy(q),PSpy(q), PGO%(q)}.
Let N be N (H,2) when H is unitary or symplectic, and be Nt (H,2) when H is orthogonal.
Let b=b(H,N). If d # 6 then b < [%], whilst if d = 6 then b < 4.

Proof. Let G be the classical group such that G/Z(G) = H, and let B be the sesquilinear
form of G. Let F = IFj» for the unitary case, and let F = [, otherwise. Let ( = Q(y) for
GO, (q). For d < 6 we list a base of the specified size in Table 3.3, so assume d > 7, let
a = [d/2], and notice that a > 4.

We first define some useful subspaces. Let

Vi = (e1, f1), Vo = (e1 + ez, f2), Wi =(e;+ fi,ea+ fi), for3<i<a-—1.

One can check that
.AZ: {VI,VQ,WM?)Siga—l}QN.

Let g € G(4), and let X = (A) = (e1,..-,€a—1, fa—1,---, f1). We claim that there exist
a, B € F such that

g|x = Diag(a, o, B,...,8,a,...,a, 3, 3). (3.1.7)
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To see this, first notice that Vi = V4, and V; is non-degenerate, so (Vit)9 = (ea,..., f2)9 =
(€2,..., f2). Thus applying Lemma 3.1.12, with T' = V5 and v; = e;, we deduce that fog =
02 f2, for some o € F. From Vi, V5 € B, we see that

(e1 +e2)g = pler +e2) + vfo = aer + azfi + eag
for some «, g, p, v € F. Since eqag € Vf‘, equating coefficients yields
e1g = aey, and esg = aes + v fs. (3.1.8)

Let U =V, ® Vs, and let W = UJ-, so that W9 = W. For 3 < i < a — 1, the element g
stabilises U; := (U, W;), and so stabilises U; N W = (e;, f;). Hence for 3 < i < a — 1 there
exist ay, Bi, Vi, 0; € F such that

eig = aiei + Bifi,  fig =viei + 0ifi. (3.1.9)

By Lemma 3.1.12, with T" = W; and v; = fi, we deduce from (3.1.8) and (3.1.9) that
(e2 + fi)g = nle2 + fi) = aiea + v fo + vie; + 6; fi. Hence, o = 6; and v = ; = 0. That is,

e2g = ey, fig=af;for3<i<a-—1. (3.1.10)
Now notice that Vi’ = V; also implies that

fi9 = ve1 + Bf1, (3.1.11)

for some v;, 8 € F. From Lemma 3.1.12, with 7" = W; and v; = ez, we deduce from (3.1.11)
and (3.1.9) that there exists n € F such that (e;+ f1)g = n(e;+ f1) = aie; + Bifi + me1 + B fi1.
Hence, a; = 8 and 5; = 1 = 0. That is,

e;g=Pe;, fig=p6f1i for3<i<a-—1. (3.1.12)
Finally, B(e1g, fi9) = B(e2g, f2g) =1 yields
a=p379 and a=4,",
and hence do = 3, as required.

We now let V3 be as in Table 3.4 and let B = AU {V3}. A short computation shows
in each case that V3 € N. We shall show in each case that B is a base for G/Z(G), so let
g € G(p). It follows immediately from (3.1.7) that

(xH)? = x+t. (3.1.13)

Let v1 = = and vy = y for GOJ(q), and v1 = e, and vy = f, for the remaining even-
dimensional cases. Then from (3.1.13), we deduce that there exist o, Ba;Va, da € F such that
V19 = QqU1 + Bav2 and vag = Y,v1 + d,v2. We shall now repeatedly apply Lemma 3.1.12, with
T = V3 and various choices of v;.

Case G = GO, (q). By setting (u,v;) € {(e1 +x — f1, f2), (Cea+y — f2,e1)}, we deduce that
there exist n,£ € F such that

(e1 4+ — fi)g=nler + = — f1) = aer + aqx + Boy — B f1,
(Cez +y — f2)g =n(Ce2a +y — f2) = alez + Yo + 00y — B fo.

Hence 8, = v, =0 and a = a, = d, = 5, so ¢ is scalar.
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Table 3.4: The final 2-space

G V3 Notes
GOy (q) (e1 +z — f1,{e2 +y — fa)
GUs4(q), Spa(), GOF (q) | (e1 + ea,ea + fa + f1) g odd
(e1+eq+ fa,e2+ fa+ f1) | g even
(Ne1+x — fi,\ea +x — fo) | tr(N\) = 1 if G unitary,

A = 1 otherwise.

GU2a—1 (CI>> Gocol(q)

Table 3.5: Bases in small dimension for N~ (H, 2)

H B Notes
PGOs(q) | {{(z+ fi,e1 + Cf1), (@ + fo,e2 + (f2), ( + fo + f1, (2 + f2)}
PGO{ (q) | {Vi1, V2, W3} , the Vs are defined in the proof of Proposition 3.1.18 | g odd
{{e1 +ea+e3+ fi,Cea + f3 + fo+ f1),(e2a + fo,Cer + f3 + fa+ f1), | q even
(e1+Cfa+ fr,er +ea+ fs+(f1), (er +Ces + fa,ea + fa+ f1)}
PGOg (9) | {{z,y),{e1 +x,e2+y + f1),(e2 tz,e1 +y + f2)} q odd
{{z,y),(e1 +x,e1 +y+ fa),(ea + x,e2 +y + fo2) q even

Case G € {GUaq,(q),Spsq(q), GOZ,(q)}. By setting v; = e1, we see that there exists n € F
such that

(e2 + f1+ fa)g = nle2 + f1 + fa) = aea + Bf1 + Yaea + 0 fa-

Hence oo = 8 = 4,4, and 7, = 0. Then by setting v; = f1 we deduce that there exist n,§ € F
such that

(e1+eq)g =nler+eq) = aer + ageq + Bafa g odd,
(e1+ea+ fo)g =&(e1+eq+ fo) = aer + ageq + Bafa + fz g even.

Hence 5, = 0 and o, = «, and so g is scalar.

Case G € {GUz,-1(q), GOg(q)} By (3.1.13), there exists £ € F such that zg = £x.
Lemma 3.1.12, with T' = V3 and v; = e2, shows that there exists n € F such that

(Aer + 2 — f1)g =n(Ae1 +x — f1) = Aaer + &z — B f1.

Hence a = § =&, so g is scalar. ]

Proposition 3.1.18. Let d > 7 and let H = PGOj(q), withe € {o,+,—}. Thenb(H,N~(H,2)) <

[51-
Proof. Let Q and B be as in Definition 3.1.6, and let F = F,. Let a = [d/2], and notice that
a>4. Let ( = Q(y) if e = —, and let ¢ be such that X2 + X + ( is irreducible otherwise,

noting that ( =1 if ¢ = 2.
We first define some useful subspaces. Let

Vi = {(e1+ fi1,ea +(fa+ f1),
Vo = (ea+ fo+ fr.e1+Cf), if ¢ #1
= (e2 + fa,e1 + fo + f1), if¢=1
W: =(e1+fitepeatCei+fi), for3<i<a-—1.
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It is straightforward to verify that the basis vectors of each of these subspaces are an elliptic
pair, so
A={Vi,h,,W;|3<i<a-1} CN (G,2).

Let g € Gy, and let X = (W; | 3 < i < a—1). We shall show next that there exists
a = a ! € F such that

vg= av forwv € {es,...,eq-1, fa—1,---,[f3,(e1+ f1)}. (3.1.14)

Let U = (V4, V) = (e1, €2, fa, f1), and W = U~t. Since U9 = U, and U is non-degenerate,
it follows that W9 = W. For 3 < i < a — 1, the element g stabilises U; := (U, W;), and so
stabilises U; N W = (e;, fi). Hence for 3 <i < a — 1 there exist «;, 5;,7i,0; € F such that

eig = aiei + Bifi,  fig =viei + 0ifi. (3.1.15)
Since V; € B there exist pu, v € F such that

(er+ f1)g = uler + f1) + v(e2 + Cfa + f1).

Then, for 3 <i < a — 1, the fact that W; € A yields

(e1+ fi+e)g=piler + f1+ei) +vilea +Cei + fi)
= pler + f1) +v(e2 + (fa + f1) + aie; + Bifi

for some u;, v; € F. Looking at fa, we see that v = 0. Hence v; = 0, and consequently 3; = 0,
and a; = p. That is,

(e1+ f1)g = pler + f1), and e;g = pe;, for 3<i<a-—1.
We now apply Lemma 3.1.3(2) with (u,v) = (e;, fi) to see that
fig=p1fi, for 3<i<a-—1.
Again, since W; € A, there exist 7;,0; € F such that
(e2 +Cei + fi)g = mi(er + fi + ;) + Oi(e2 + Cei + fi)

= €29 + pei + 1 i

Hence, from eog € U, we get that u¢ = n; + 6;¢, p=' = 0; and eag = ne1 + i f1 + p Lea.
Furthermore, Q(e2g) = 0 implies 7; = 0, that is eag = u~les, and finally (es + Ce; + fi)g =
0;(ex + Cei + f;) yields p = 6; = p~ 1. Setting a = p yields (3.1.14).

Now we prove that there exists aq,60; € F such that

e1g = ajer + (o — aq) f1 + O1ez, fi9 = (o —ar)er + a1 fi — Orea. (3.1.16)

From eyg, fig € U, together with B(eig,e2g9) = B(e1g,aes) = 0, and B(fig,e29) =
B(f1g,aez) = 0, we deduce that there exist a, 51,71, 01,61, 1 € F such that

e1g = aner + Pifi +bie2,  fig=1e1 +01f1 + pes.
Now from (e; + f1)g = a(e1 + f1) we deduce that
fig=(a—ai)er + (a—Bi)f1 — brea.

From Q(e1g) = 0 we see that ;81 = 0, and from Q(f1g9) = 0 we see that (o« —a1)(a— 1) =
a? —a(ag+B1) +a1B1 = 0. Setting a18; = 0, and using the fact that a # 0, we deduce that
f1 = a — ag so (3.1.16) follows.
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We now add one further subspace, depending on the form type. Let V3 be

(e1 +e2+ fo+ fa, f1 +e3+(f3) if e =+, <61—|—:C—63,f1+y+f3> if e = —,
(x+e2+ fi,ez3 +(fz+er) if e = o.

Then in each case the given basis vectors form an elliptic pair, so V3 € N7(G,2). Let
B := AU{V3}. We shall show that B is a base for G/Z(G), so let g € G(5). Let W = (A).
From W9 = W, it follows that g stabilises W*. Notice that if we can show that (e, f1)9 =
(e1, f1) then it will follow from U9 = U that (es, f2)? = (e2, f2). Hence, it will follow from
Lemma 3.1.3(2), with (u,v) = (e, f2) that fog = a~'fy = afs. Hence, to show that g is
scalar it suffices to show that vg = aw for v = ey, f1 and for whichever of v € {eg, fa,x,y} is
required for the case.

Case ¢ = +.  First notice that Vs N W = (f1 + e3 + (f3), so it follows from (3.1.14) that
fig = afi, and hence from (3.1.16) that e;g = ae;. Next, we apply Lemma 3.1.12 with
T = V3, and v; = f, to see that f,g = af,. Finally, Lemma 3.1.3, applied to (fa,€,), yields
that ¢ is scalar.

Case ¢ = o. By Lemma 3.1.12 applied with 7" = V3 and v; = x, respectively v; = e3, we
deduce from (3.1.16) that there exist 7,£ € F such that

(x+ea+ fi)g=n(x+ex+ f1) =Ex + aex + (o — ar)er + a1 f1 — Orea.

Hence o = { = a1, and 0; = 0. That is f1g = fie2 and xg = az, so from (3.1.16) we see that
e1g = aeq, and so g is scalar.

Case ¢ = —.  There exist ag, 84, Va, 0 sSuch that xg = a,x+ B,y and yg = V42 + d,y. Then
Lemma 3.1.12, applied twice to T' = V3, with v; = e3 and v; = f3, combines with (3.1.16) to
yield
(e1+x—e3)g =aler+x—e3)=arer + (a—a1)fi +0ies + agz + Bay,
(fity+f3)g =alfi+ty+f3)=(a—a1)er + a1 fi — O1e27,x + 0y + afs.

Equating coefficients shows that g is scalar. O

3.1.2 Non-standard actions of almost simple groups

Definition 3.1.19. Let G be an almost simple group with socle Go, a classical group with
natural module V' over a field of characteristic p. A subgroup H of G not containing G is
a subspace subgroup if for each mazimal subgroup M of Gy containing H N Gy one of the
following holds:

(1) M = Gy for some proper nonzero subspace U of V', where U is either totally singular,
or non-degenerate, or, if G is orthogonal and p = 2, a nonsingular 1-space (U is any
subspace if Go = PSL(V'));

(2) Go = Spy,,(q), with p =2 and M NGy = GOfm(q).

A transitive action of G is a subspace action if the point stabiliser is a subspace subgroup

of G.

Definition 3.1.20. Let G be an almost simple group with socle Gy. A transitive action of
G on § is standard if, up to equivalence of actions, one of the following holds:

1. Go = Alt({) and Q is an orbit of subsets or partitions of {1,...,0};
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2. G is a classical group in a subspace action.
Otherwise, a transitive action is non-standard.

Since the definition of standard is only up to permutation equivalence, we must be careful
with exceptional isomorphisms between simple groups. In particular, it follows from the
precise statement of [22, Theorem 1.1, Remark 1.1 and Table 1] that the orthogonal groups
have standard actions in dimension four, five and six, as well as in dimension greater than
Six.

Cameron and Kantor conjectured in [32, 35] that there exists an absolute constant ¢ such
that b(G) < ¢ for all finite almost simple groups G in faithful primitive nonstandard actions.
In [26, Theorem 1.3], Liebeck and Shalev proved the Cameron—Kantor conjecture, but without
specifying the absolute constant c. Later, in a series of papers [22, 27, 25], Burness and others
proved that b(G) < 7, with equality if and only if H is the largest Mathieu group My in
its b-transitive action of degree 24; that is, the Cameron-Kantor conjecture is true with the
constant ¢ = 7. The following is now immediate.

Lemma 3.1.21. Let G be an almost simple primitive permutation group, with a non-standard
action. Then Theorem 3.0.2 holds for G.

In particular, this explains the constant 7 in Theorem 3.0.2, since 7 > [log 24| + 1.

3.1.3 Action on partitions

In this section, we consider Alt(¢) and Sym(¢) acting on partitions of {1,...,¢} into s > 1
subsets of size t = ¢/s > 1. We show that Theorem ?? holds for these permutation groups.
Notice that the degree n of G is £!/(t!)%s!.

Theorem 3.1.22. Let G be Sym(st), acting on the collection of partitions of {1,2,..., st}
into s > 2 subsets of size t.

(i) If t = 2 then b(G) = 3.
(ii) If s >t > 3, then b(G) < 6.
(iii) If s <t andt > 3 then b(G) < [log,t] + 3.
Proof. Part (i) is noted in [25, Remark 1.6(ii)]. Parts (ii) and (iii) are [16, Theorem 4]. [

Theorem 3.1.23. Let s > 2 and t > 2, with £ := st > 5, and let G be Sym({), acting on
the collection of partitions of {1,2,...,£} into s subsets of size t. Let n be the degree of the
action. Then b(G) <logn + 1, and in particular Theorem 3.0.2 holds for G.

Proof. First assume that ¢ = 2, so that s > 3 and n > 236—;), = 15. Then b(G) = 3 by
Theorem 3.1.22(i), so b(G) < logn.

Next assume that s > ¢t > 3. Then n > (38!33! = 280, whilst b(G) < 6 by Theo-
rem 3.1.22(ii), so b(G) < logn.

For the remaining cases, by Theorem 3.1.22(iii)

b(G) < [logst] +3 <log,t+4 =log,(¢/s) +4 =log, ¢+ 3. (3.1.17)

Next, consider s = 2, so that ¢t > 3. We check directly in MAGMA that for ¢t = 3, 4,
5 the base size of G is at most 4, 5 and 5, respectively, whilst n = 10, 35, 126. Hence
b(G) <logn+ 1 in each case. Assume therefore that ¢ > 12. Then

ao Mt _OE=D. (=241 (O (0242241 oy

C2((e/2)0) 2(¢/2)! (/2)(€/2-1)...2-2 =




CHAPTER 3. PROBLEMS IN PERMUTATION GROUPS 79

In particular, since ¢ > 12, we deduce from (3.1.17) that
1
b(G) <logl+3< §+1 <logn + 1.

Next, let s = 3. We may assume that ¢t > s, so £ > 12. Then, reasoning as for s = 2, we
deduce that n > 2¢/3 . 3¢/3 = /3 > 22/3, Hence logn > 2¢/3, so (3.1.17) yields

20
b(G)Slog€+3§§+1ﬁlogn+l,

as required.
We are therefore left with 4 < s < t, so that ¢/ > 20. Notice that

log ¢ < log ¢
logs = 2

log ¢ = <logl — 2.

For all ¢, the groups Alt(¢) and Sym(¢) have no core-free subgroups of index less than ¢, since
any such subgroup corresponds to a faithful permutation representation of degree less than
¢. Hence ¢ < n, and from (3.1.17) we deduce that

b(G) <log,¢+3 <logl+1<logn+1.

3.1.4 Subspace actions

In this section we analyze the base size for primitive almost simple classical group in a
subspace action. Hence, here G < Sym((2) is a primitive almost simple classical group over I,
with point stabiliser a subspace subgroup H. Here, €2 is a G-orbit of (either non-degenerate,
totally singular, non-singular or arbitrary subspace in case Gy = PSL(V)) k-dimensional
subspace of (the natural module) V', for some natural number k. When dim V' = d and U € €,
by replacing U with U~ if necessary or, in the case where Gy = PSL(V), by considering the
equivalent action of G on (d — k)-dimensional subspaces, we can always assume that k < d/2.
We refear to [24, Table 4.1.1, Remark 4.1.3] for a detailed description of these actions and to
[24, Table 4.1.2] for the corresponding degrees.

Lemma 3.1.24. [65, Proof of Theorem 3.3] Let Gy a simple classical group, acting on an
orbit of k-spaces with k > 3. Then the following hold true.

(i) Either (Go, k) = (PQ3,.(q),m) and b(Go,S(G,m)) <9 or b(Go,S(G,k)) < d/k + 10.
(ii) b(Go, N(G,k)) < d/k+ 11.

Proposition 3.1.25. Let G be an almost simple group with classical socle Gy = PSLg(q)
with d > 2 and ¢ > 4 when d = 2. Let §) be the set of k-dimensional subspaces of Fg, let
n = |Q|, and assume that G acts primitively on Q2. Then b(G,Q2) < logn + 1.

Proof. The degree of the action is

d )
il -1
n=|S(G, k)| = Hl—ffg’f“,(q ), (3.1.18)
i—1(q" — 1)
First let £k = 1. By Lemma 3.1.2 and Lemma 3.1.5, since G does not contain a graph
automorphism, we deduce that

b:=b(G,S(G,1)) <d+2
<d+1 when ¢is prime or(¢—1,d) =1 (3.1.19)
<d when ¢ = 2
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If d =2thenn =¢q+1and g > 4. If ¢ is prime or even then log(¢+ 1)+ 1 > 3 =b.
Otherwise, ¢ > 9 so log(¢+ 1) + 1 > 4 = b. Hence we may assume that d > 3.

If g = 2 then logn+1 > d = b, whilst if ¢ = 3 then logn+1 > (d—1)log3+1 > d+1 = b,
for d > 4, logn +1 = log(13) +1 > 4 for d = 3. If ¢ > 4 then we deduce from (??) and
(3.1.19) that

1
logn+12(d—l)lOgQ+12glog4+§log4+1:d+226.

Next let & = 2. Then n > |S(G,1)|. Let b = b(G,S(G,2)). If d > 6 then G does not
contain the graph automorphism, so it follows from Lemma 3.1.13 and Lemma 3.1.5 that
b < [d/2] + 3 <d, so the result follows as for k = 1.

If d = 4, by Lemma 3.1.13 and Lemma 3.1.5, then b < 5, when ¢ < 3, and b < 6, when
q > 4. Hence immediately follows from n > q4. If d =5 then b < 6, whilst n > 26,

Next assume that k > 3, so that d > 6. Now,

_ _ k—3 _ ;
:qd—l.qd 1_1 qd2_1 (qdk-i-z_l)

: : (d=1)+4 _ d+3 3.1.20
¢—1 ¢-1 -1 (¢"3 —1) - 1 ( )

n

1=1

It is shown in the proof of [65, Theorem 3.3] that b(Gy) < d/k + 5. Hence, by Lemma 3.1.5
we deduce that

b(G,S(G,k))) <10 when k = d/2
. (3.1.21)

<zt8 when k < d/2
Combining (3.1.20) with (3.1.21), we see that logn +1>d+4 > b(G,S(G,k)) for all d > 6
and all q. 0

Proposition 3.1.26. Let G be an almost simple group with classical socle Gy = PSU4(q),
with d > 3 and (d,q) # (3,2). Let Q be the set of k-dimensional totally singular or non-
degenerate subspaces of Ffjg, and let n = |Q|. Then b(G,Q) < logn + 1.

Proof. First we let Q2 be the set of totally singular k-spaces. The degree of the action is

d—2k+2i—1 __ (_1)d+i)(qd—2k+2i o (_1)d+z’+1)

H?:ddkﬂ(qi - (—1)i) k (q
n= T =11 1 (3.1.22)
iz1(q ) i=1 q
k
> H(qd—2k+2i—1 + 1) > q(d—1)+(d—3)+(d—5) — q3d—9. (3123)
i=1

If £ = 1 then from Lemma 3.1.9 and Lemma 3.1.5 we deduce that b(G,Q) < d + 1. Hence
from (3.1.22) with £ = 1 we see that

logn+1>dlogg+1>d+1>bG)

as required.

Next let k = 2. If d = 4 then from (3.1.22) we see that n > ¢*. If ¢ = 2 one may check
the result using MAGMA | whilst it follows from Proposition 3.1.14 that b(G,2) < 6 for all
q > 3, so the result follows. If d = 5 then n = (¢° + 1)(¢® + 1) > ¢%, whilst it follows from
Proposition 3.1.14 that b(G, 2) < 5, so the result is immediate. If d > 6 then we deduce from
Lemma 3.1.5 and Proposition 3.1.14 that b(G,Q) < [d/2] + 2 < d, whilst from (3.1.22) we
see that n > |S(G, 1)|. The result now follows immediately from the case k = 1.

Next we consider k£ > 3. For (d,q) € {(6,2),(6,3),(7,2)} it is straightforward to check
in Magma [19] that the base size of G is at most 8, and the result follows. Otherwise, we
deduce from Lemma 3.1.24(i) that

b, S(G. k) < % +12. (3.1.24)
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For (d,q) = (7,3) the result follows from n = 14948416 > 223. Ler d > 8 and ¢ < 2 then

d
logn +1> (3d = 9) +1=3d 8> 5 +12 > b(G, S(C, k)),
d
> 3dlog3 —9log3+1> gd - 17> 3 +12 > b(G,S(G, k)),
as required. If ¢ > 4 and d > 6, then we deduce from (3.1.23) and (3.1.24) that

logn+1>(3d—9)logqg+1=dlogg+ (2d —9)logq + 1

d
> dlogg+3logq+ 12 2d+7 > £ +12 > b(G, S(G. k).
Now let Q@ = N(G, k). Then

Oy (@~ (1))
Hf:l (¢" = (=1)%)

If £ < 2, then |Q > |S(G, k)|. Our upper bound b(PGUy4(q), N (G, 1)) < d from Lemma 3.1.15
agrees with that for b(G,S(G, 1)), so the result follows. Arguing as for totally singular
subspaces, our upper bound b(PGU,(q), N(G,2)) < [d/2] + d¢4 < d from Proposition 3.1.17
now yields the result for k£ = 2.

For k > 3, since d > 2k +1 > 7, we get H?:d_k+1(qi —(=1)") > (¢ = (-D)H T (¢" -
(—1)%). Hence n > qk2+k(qd — (=1)%) > ¢!, By Lemma 3.1.5 and Lemma 3.1.24(i), we
have b(G,N(G,k)) < d/k + 13, and consequently logn +1 > (d+ 11)logg+1 > d+ 12 >
d/3+13 > b(G,N(G,k)). O

n =

Proposition 3.1.27. Let G be an almost simple group with classical socle Go = PSp,(q),
with d > 4 and (d,q) # (4,2). If d = 4 then assume that G does not induce the exceptional
graph automorphism. Let § be the set of k-dimensional totally singular or non-degenerate
subspace of F;l, and let n = |Q|. Then b(G,Q) <logn + 1.

Proof. First assume that € consists of totally singular k-spaces, and let b = b(G, §2). Then

d

d 9
H::(d—sz)+1(q b= 1)
gt —1)

If kK =1 then from Lemma 3.1.9 and Lemma 3.1.5 we deduce that

d—2k+2i __ 1

= ﬁ K — (3.1.25)
=1

n = - .
¢ =1

b <d+2
<d-+1 when ¢ is even or prime (3.1.26)
<d when g = 2.

Comparing (3.1.26) and (3.1.19), and noting that if ¢ is even then (¢ — 1,d) = 1, we see that
the result follows in the same way as for Gy = PSL4(q).

If k = 2 we see from Proposition 3.1.14 that if d > 6 then b(Gp,2) < d —2, so b(G) < d,
and the result follows immediately from the case k = 1. If d = 4 then b(G,Q) < 6 <
log40 +1 <logn + 1.

If £ > 3 then we use Lemma 3.1.24(i), and argue as in the proof of [65, Theorem 3.1] to
deduce that

bG, S(d, k) < % +12, (3.1.27)

and that b(G,S(G,k)) < % + 11 when ¢ is prime or a power of 2.
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First suppose that d — 2k > 2, so that d > 8. Then the degree of G is greater than the
degree of PQéc(q), acting on singular k-spaces, whilst the upper bound on b(G, S(d, k)) is less
than the corresponding bound for the orthogonal groups. Hence except for (d, q) = (8,2), the
estimation follows from 3.1.29. It therefore suffices to check only (d,q) = (8,2), since these
are the only cases that were calculated directly for the orthogonal groups: we calculate in
Magma that if (d, q) = (8,2) then b(G,S(G, 3)) < 6, so the result follows in this case too.

We may therefore assume that k = 2, so that b(G) < 14 in general, b(G) < 13 if ¢ is an
odd prime or a power of 2 bigger than 2, and b(G) < 12 if ¢ = 2. In this case the degree is

d d
2 2 (442)
n=[[("+1) > quzqddf- (3.1.28)
i=1 i=1
Hence logn+1 > @ logg+ 1. If d > 10 then the result is therefore immediate.

If d = 6 then n > ¢¢. Tt is straightforward to calculate in Magma [19] that if ¢ < 3 then
b(G,S8(G,3)) < 6, so we may assume that ¢ > 4. If 4 < ¢ <7, then logn+1>6logd + 1 =
13 > b(G). Whilst when ¢ > 8, then logg > 3. So logn + 1 > dlogqg+ 1 > b(G,S(G,3)). If
d = 8 then for ¢ > 3 we deduce that

logn+1>10logqg+1 > 16 > b(G).

For ¢ = 2, notice that n =3-5-9-17, so logn + 1 > 12 = b(G, S(G,4)).
Next assume that @ = N(G, k), so that k is even and 2 < k <n/2 — 1. Then

k(d—Fk) d )

q 2 Hf:dfkm (¢* - 1)

n = E 2 .
1'2:1(q2z - 1)

If k£ = 2 then notice from (3.1.25) that n > |S(G, 2)|, whilst we have the same upper bound
on b(G, ). Hence the result follows from that for S(G,2).

d
If k> 4, since d > 2k + 2, we have []?

. k .
_d—k+2 (QQZ -1) > (qd - 1)q2 Hz?:l(q2Z — 1), and
2

2
consequently n > q%+k(qd —1)¢? > ¢™*13. By Lemma 3.1.5 and Lemma 3.1.24(ii), we get
that b(G,N(G,k)) < % +13. Hence logn +1 > (d + 13)logg +1 > d + 14 > d/4 + 13 >
b(G,N(G,k)). O

(2

Lemma 3.1.28. Let G be an almost simple group with classical socle Gy one of PQy (q),
PQ5(q), PQéE(q). Let Q be a G-orbit of 1-spaces that are non-degenerate when q is odd and
non-singular when q is even. If Go = PQy (q) then assume that ¢ > 3. Then b(G, ) <
log 2] + 1.

Proof. First let d = 4, so that PGO, (¢q) = PSLy(¢?).2, and ¢ > 4. From Table 3.2 and
Lemma 3.1.5, we deduce that b(G, Q) < 6. Moreover,

_ql®+1)

Q| = > 26,
=1

The result is therefore immediate.
Next let d = 5, so that ¢ is odd and PGO4(q) = PSp,(g).2. Then Aut(PQ5(q))/ PGOs5(q)
is cyclic, so from Table 3.2 and Lemma 3.1.5, we deduce that b(G,N') < 6, whilst

(¢* — 1)

2 ) >36> 27,
2(2F1) —

n=INL(G 1) =

so the result follows.
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Finally, let d = 6, so that PGO, (q) & PSL4(q).2 and PGO; (¢) & PSUy(g).2. From
Lemma 3.1.16 and Lemma 3.1.5, we deduce that b(G,N) < 5 if ¢ = 2, and is at most 7 for
q > 2. Moreover,

2(.,3 4 : _
(" F1) 28 ifg=2
€ = {

(¢—1,2) 26 if ¢ > 3.
The result follows. O

Proposition 3.1.29. Let G be an almost simple group with classical socle Gy = PQf(q), with
d > 8. Let Q be a G-orbit of k-dimensional totally singular, non-degenerate, non singular
(for k =1 and q even) subspaces of IF‘Z, and let n = |Q]. Assume that G acts primitively on
Q. Then b(G,Q) <logn + 1.

Proof. Let ¢ € {+,—}. We first consider the action on S(PQ5(q),k), so that 1 < k < d/2,
and k <d/2ife=—. Let =1if k=d/2 and e = +, and let § = (qd;;k + £1) The degree
of the action is

) % 1 g_l 27 1
(@2 = DI e, (67 = 1)

n = |S(PQy(q), k)| = . : (3.1.29)
(¢ - 1)
If § =1 then 2k < d and we bound this as follows
d _ k
6(g2z — el qd2—1 42k k(k 1)
i=2 i=2
(3.1.30)

When k =1 (3.1.30) yields n > ¢%~2. By Lemma 3.1.10 and Lemma 3.1.5 we deduce that

b(G) <d+1
<d when ¢ is even or prime
<d—1 when q=2.

If g=2thenlogn+1=(d—2)logg+1=d—1>b(G). If ¢ =3 then logn+1>3d—3 >
d > b(G). If ¢ > 4 then log g > 2, and the result follows easily.

Next consider k¥ = 2. Then n > |S(G,1)|, whilst we deduce from Lemma 3.1.5 and
Proposition 3.1.14 that the base size is at most [d/2] + 2 < d — 1. The result now follows
immediately from the case k = 1.

Next, consider k = d/2, hence ¢ = + and § = 1 in (3.1.30). Then (3.1.30) simplifies to

d d
2 2 d(d+2)
H ¢ +1)> H = (3.1.31)

From Lemma 3.1.24 we have that b(Gg) < 9, so (noting that the triality automorphism does
not preserve 4-spaces in dimension 8) we deduce that b(G) < 10 when ¢ = 2, and b(G) < 12
otherwise. Hence the result follows.

We are left with 3 < k < d/2—1, for which we shall use the bound b(Gy,?) < d/k+10 from
Lemma 3.1.24(i). First assume ¢ < 3. We calculate in Magma that for (d, k,q) = (8, 3,2) then
b(G, Q) < 4, whilst the degree is at least 765. For (d, k,q) = (8,3,3) we use the exact values
of n from (3.1.29), and the fact that G/Go < Ds, to see that logn +1 > 15 > b(G,S(8, 3)).
For d > 10 and k = 3, we see from (3.1.29) that

_ (@ FDET £

> o1 (¢" + D" + 1)(¢° +1) > ¢ g2 > g
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Hence if ¢ = 2 then logn +1 > d+6 > % + 11 > b(G,S8(G,3)), and if ¢ = 3 then logn +
1>3d+5 +1>%2+13 > bG,8(G,3)). If k > 4 then from (3.1.30) we see that
logn+1> (d+4)logg+1>b(G,S(G,k)).

We may therefore assume that ¢ > 4. From (3.1.30) we deduce that

d
logn+1>log(d—2+k)logg+1>(d+1)logg+1>2d+3 > §+132b(G,S(G,k;)).

Next we consider the action of G on € a G-orbit of k-spaces that are non-degenerate of '-
type, with & € {+, —, o}-type, or non-singular, when k¥ = 1 and ¢ is even. First let k = 1,
then Q@ = N(G,1). From Lemma 3.1.16 and Lemma 3.1.5, we deduce that b(G,N (G, 1)) =
b(G,S(G,1)). Moreover,

g2 (¢ —<l) d—2
n:N(Gal):WZQ

Hence the result follows from that for |S(G,1)|. We can assume that & > 2. Now let
¢ € {+,-}, and let G acts on Q = N (G, k) be a G-orbit of non-degenerate k-spaces of &’
type. Note that we are implicitely assuming that k is even. When ¢ = + we can assume that
k< % — 1, whilst when € = — we have to analyze even the case k = d/2 (see [80, Table 3.5.F]
for details.)

When Gy = PQ2} (g), the degree of the action is

k(d—k)  d d_q .
q 2 <q2 — 1) Hfzﬂ(qm — 1)
n= 2
d—k k

2q% — (g7 — DI, (¢ — 1)

Whilst when Go = P (¢), the degree of the action is

k(d—k)  d

d_1q .
PRER (LR | PN ir)
2
_ k_ . :
2q — ) (g"F + 1) [12; (g% — 1)

If £ = 2 then it follows from (3.1.29) that n > |S(G, 1)|, whilst from Propositions 3.1.17, 3.1.18
and Lemma 3.1.5 we get b(G,Q) < d/2+ 2 < d — 1. Hence the result follows from that for
S(G. 1),

Hence we can assume that & > 4. Let first consider the case Gy = PQg (¢) and k = d/2.
Since

n =

d_1q .
17 4 (¢ 1) i )
> (")),
g (¥ 1)

we deduce that

2 d d_q .
g5 (g2 +1) Hf:% (¢ —1) 2d- 1) g3
>

n =
d

d d_1 .
2(¢7 = )(g* + DIIL, (¢ = 1)
When ¢ > 3, then logn +1 > (2d — 3)logq = dlogq + (d — 3)logq > dlog3 + 5log3 >
3d+7> %9 +15 > b(G,N(G,k)), where the last inequality follows from a combination of
Lemma 3.1.5 and Lemma 3.1.24(ii). When ¢ = 2, form Lemma 3.1.5 and Lemma 3.1.24(ii),
we deduce that b(G, Q) < 4+12. Hence for d > 12 we deduce that logn+1 > (2d—3)logq =
2d — 3 > % + 12 > b(G, Q). A direct inspection using the exact value of n shows that for
logn+1> % + 12 > b(G, Q) also when d = 8.
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Hence from now on, we can consider in both cases Gy = PQdi(q) that d > 2k + 2. Since

. E_ .
k>4, and d > 2k + 2, we have H 0 k+1( ¢ —1) > Hf:ll(q% — 1), hence in all the cases we
get that

g 2 (¢2 —1) H;:_ﬂ(qzi —-1) qk(d{k> (q% —1)(¢%F—1)
>

_ k kE d—k
2(¢2 +1)(¢" = + 1) [[2 (¢% — 1) 2(¢> +1)(¢ > +1)
k k(k+2) d d—k

¢ 2 (2—-1)(¢g2 —1)
+1) 2(q> + 1)
1

Let ¢ > 3. Then logn+1 > (d+ 6)logg — 1 > %d+8 > %—i— 15 > b(G,Q), where the
last inequality follows from a combination of Lemma 3.1.5 and Lemma 3.1.24(ii). Let ¢ = 2.
Now, from Lemma 3.1.5 and Lemma 3 1.24(ii), it follows that b(G,€) < < + 12, hence
logn +1> (d—|—6)log2—1 =d+5>%+12>b(G,Q).

Now, let Gg = PQ (¢), and let G acts on 2 a G-orbit of k-spaces of o type. The degree of
the action is

(dk—k2—-1) 4 d

-1 .
q 2 (g2 F )Hf okl (q21 —1)

2HZ(ql—1)

n =

k-1

Since k > 3, and d > 2k + 2, we have H * 4 k+1 (* —1) > (¢ + 1) IL2 (¢* — 1). This and
the fact that ¢ has to be odd in this case yleld

(dk—k?>-1) g (k(2k+2)—k2—1) 4
¢ 2 (@FDE@+D) g > 2 F1)(¢* +1)
n > >
- 2 - 2
(k2+2k—1) d_q 3
S L +'~J2rq+1)(q—1)(q 1) o 4

Since ¢ > 3 we deduce that
d 3 d
logn+1 > (2+9 logg+1>d+18 > Zd+ 14 > §+15 > b(G,N(G,k)),
where the last inequality follows from a combination of Lemma 3.1.5 and Lemma 3.1.24(ii).

O]

Proposition 3.1.30. Let G be an almost simple group with classical socle Gy = PQg(q),
with d > 7. Let ) be a G-orbit of k-dimensional totally singular or non-degenerate subspaces
ofIF , and let n = |Q|. Assume that G acts primitively on Q. Then b(G,) < logn + 1.

Proof. First let Q = S(G, k). Then

d—1

Mlwgen (@ 1) (a1 qyga3 — 1), (@241 — 1)
"o i-f:l(q" — 1) - <qlc _ 1) o <q _ 1) (3.1.32)

(3.1.33)
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If £ = 1 then this yields n = (¢! —1)/(¢ — 1) > ¢?72, and from Lemma 3.1.10 and
Lemma 3.1.5 we deduce that b(G) < d when ¢ = 3, and b(G) < d + 1 otherwise. Now

logn+1> (d—2)log(3)+1>d > bG).

Next consider k¥ = 2. Then n > |S(G,1)|, whilst we deduce from Lemma 3.1.5 and
Proposition 3.1.14 that the base size is at most [d/2] + 1 < d — 1. The result now follows
immediately from the case k = 1.

Nextlet3§k<g—1,sothatd29and

n > (q(dq 1—_1)1) ' ((qukk__ 11)).'.'..((;24__ 11)) > g2t = Y S g (3134)
Since ¢ > 3, it follows from Lemma 3.1.24(i) that
logn+1>(d+3)logg+1 > ;d—k% > g—i—lZ > b(G).
Finally, assume that k = %, so that (3.1.32) simplifies to
d—1
n= ﬁ (¢ +1) > g7 (5 = g1/, (3.1.35)
i=1

We calculate in Magma that if (d,q) = (7,3) then b(G,S(G,3)) < 4, whilst n = 1120. For
all other d and ¢, it follows from Lemma 3.1.24(i) that

d
B(G,S(G.(d—1)/2)) < g7 +10+2<3+12 =15,
2
If (d,q) = (7,5) then logn + 1 = log(6 - 26 - 126) + 1 > 15. For all other d and ¢ the result
follows from logn > ((d> — 1)/8)logq. Note that if (d,q) # (7,3),(7,5) then this is greater
than 214,
We now let Q = N*(G, k) for k even, with 2 < k < d/2. The degree of the action is
k(d—k) d—1 )
q 2 Hijd—k-u (QQZ —1)
EQ_l
2

OIS (@ -1)

For k > 4, since d > 2k + 1, we have []

consequently

i

Bk d1 3 434d—2
NCEREIC AR
n>

2070 4
Since ¢ > 3, combining Lemma 3.1.5 and Lemma 3.1.24(ii), we deduce logn + 1 > (d +
9)logg — 1> 3d/2 +12 > d/4 + 13 > b(G,N*(G, k)).

Similarly, IN*(G,2)| > |S(G, 2)|, whilst B(PGO4(q), N*(PGOg4(q),2) < [d/2] by Propo-
sitions 3.1.17 and 3.1.18. This is the same bound as we found in Proposition 3.1.14 for
b(G,S8(G,2)), so the result for N (G, 2) follows immediately from that for S(G,2).

Let G acts on non-degenerate k-spaces of o type. Here, k is odd, d > 2k + 1, and the
degree is

k(d—k) da—1
¢ 7 17 (@ = 1)
2
n = .
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When k =1, then

From Lemma 3.1.5 and Lemma 3.1.16 we deduce that b(G,N(G,1)) < d — 1 if ¢ is a prime
and b(G,N(G,1)) < d otherwise. When ¢ = 3 we have that logn +1 > (d — 2)logq >
3/2d—4>d—1>bG,N(G,1)), whilst for ¢ > 5 we deduce that logn+1 > (d —2)logq >
d/2log5 + (d/2 — 2)logh > d > b(G N(G,1). We can assume that k£ > 3. We have that

I1, 2k+1( 1) > (¢ = 1)¢? H 71(q2l — 1), and consequently

k(d—k) o (h=1)(d=k)

d—1 d—1 d—1 4 2 d—2 d+4
g 2 ¢ (¢ —-1) _q¢ 2 ¢ -1 q¢ 2 ¢ —1) _qqe¢q q
n > > = — > — .

ST TR e i T

It follows that logn+1 > (d+4)logg—1>3d/2+5 > d/3+ 13 > b(G,N(G,k)) ( as usual,
the last disequality follows combining Lemma 3.1.5 and Lemma 3.1.24(ii)).

O]

Case (2)

Let G be an almost simple group with classical socle Sps,,(2/), and let M = GOZ, (27). In
this section we will analyze the action of G on M /G the set of right cosets of M in G.

Lemma 3.1.31. Let g € GO5(2/), with ¢ € {+,—}, and let v be a non-singular vector (that
is Q(v) #0 ). If (v)9 = (v), then vg = v.

Proof. There exists 8 € F* such that zg = Bz. Hence Q(2) = Q(zg9) = Q(B2) = 52Q(z), and
consequently 32 = 1. Since F has even characteristic, then 5 = 1. O

Proposition 3.1.32. Let G = Sps,,,(2) with 2m > 6, and let M = GO3, (2). Then b(G, M/G) =
2m.

Proof. We work by using the equivalent action of GO;tm(Q) on the two orbits of non degenerate
2m-dimensional subspaces of V' of + type.

Let H = GO3,,,(2) with standard quadratic form @ of Witt index m and let N be the
set of 2m-dimensional subspace of V of type +. Let us first consider the action of H on N,.
Let

T:= (ela"'veM>fm7"'1fl>7
Vi = <€1,---7€2i7€2i+1 +:L',621'+2,...,em,fm,...,f1>,
Wi = (€1, em, fms-- -, f2jro, foje1 + 2, fo5,. .., f1),

and let B := {T,V;,W; | 1 <i <m,1 < j < m—1}. It is straightforward to show that
B € N, and we shall show that B is a base for H. Let g € H. Note that

1<i<m—1

g
( ﬂ (Vl N Wl)) = <ema fm>g = <em7fm>a

(Vm n () Wn Wi)) = (fm)? = (fm)-

1<i<m—1
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Using this and Lemma 3.1.3 we deduce that e,,9 = amem, fmg = ;' fm. Consequently

(Tﬂ <6m,fm>L)g 5 <€1, . .,€m_1,fm_1, e f1>g = <€1, ey Em—1, fm—l; e f1> = Tm

Let 1 <7< m — 1. Hence

(Tm nV; N Vn Wk)) = (fi)? = (fa),

1<k<m—1,k=#i

(Tm N Ww; ﬂ (Ve N Wk)) = (e:)? = (es),

1<k<m—1,k#i

that is e;g = aye;, f; = a~ 1 f;, for 1 < i < m — 1. Further, observe that (T+)9 = ()9 = (z).
Consequently, from Lemma 3.1.31, we deduce that xg = x. Now, from Lemma 3.1.12, applied
with (u,v;) = (e; +x, f;), we deduce that (e; +x)g = v(e; +x) = aye; +x, that is v = o; = 1.
Hence g = I, as required.

Here, we analyze the action of H on N_. We can assume d > 7. First, we define some
useful subspaces.
Let Ay := (eg, fr) for 1 <k <m,let 2<i<m,let 2<j<m-—1, and let

T=(e1+x,fitx)DA2 DD A,
U=(e1+a,fit2) A0 ®A1® (e, [i+2) A1 @ A,
Ui =(a+zfite)0Ad - @A @ (et fi)®Ain @ ©Ap
Uy = (e, fi)®(ea+a, fo+a)DA3D--- D Ay
W:=(ei,fi+z)®{ea+x, fo+z)DAsD - D A

Let B :={T,U;,U},W | 2 <i < m}. Since each subspaces is written as an orthogonal direct
sum of non-degenerate 2-spaces, one can observe that B € N_. We shall show that B is a
base for H.

Let g € H, and let 2 < i < m. Note that T'+ U; = V, hence dim(T'NU;) = 2m — 1, and so

TNU;=(e1+a,fi+2)A® - DA 1B A D & Ay ® (e).
The radical Rad(T' N U;) = (e;), and since (T'NU;)? = (T'NU;), we deduce that
(Rad(T NT;))? = (&) = (es),

that is e;g = e; for 2 <7 < m. Similarly we deduce that f;g = f;, for 2 < j < m — 1. Since
Ay ®---® A,,_1 is non-degenerate and this is fixed by g, we deduce that

(A ® - ®Ap_1)H)I = (A1® () ®Ap)! = A1 ® () ® Ap.

Now, since (U})9 = U}, we get that (U}, N (A1 & (z) & Ap))? = (A1 @ Ap)? = A1 & A,
From this and from W9 = W, we deduce that ((A; ® Ap) NW)9 = ({e1) D Ap)? = (e1) D Ap,.
Consequently, (Rad({e1)®An))? = (e1)? = (e1), that is e;g = e1. Moreover, ({e1)BAn,)NT =
A9 = A,,. Hence, since e,,g = e, from Lemma 3.1.3 with (u,v) = (em, fm), we deduce
that f,g = fm. Consequently, (AL N (A; @ A,,))? = Ay, and applying Lemma 3.1.3 with

(u,v) = (e1, f1), we deduce fig = fi1. Since ()9 = (x), we get that g = I, as required.

Let H := GOg,+1(2) and let V' be the natural module for H, so that Rad(V) = (x). Hence
Bg induces a non-degenerate alternating form B on the quotient space V := V/Rad(B) =
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V/{x), and H naturally acts on V as G := Spy,,(2). Now, let B := {T,Vi,...,Vo_2} be a
set containing 2m — 1 different non-degenerate 2m-subspaces of the same type (either + or
—) in V'; we want to show that H(z) # 1. Note that the stabiliser in H of T'is Hr = GO5,,,(2)
and Hp acts on T' as the subgroup GO,,,(2) of Spy,,(2), whilst fixing (z).

Since T'N V; has dimension 2m — 1, the restriction of By to T'NV; is degenerate, and so
T'NV; has one-dimensional radical (v;), and so the 2-point stabiliser in G of T" and V; stabilises
v; € T. Furthermore, dim(v;- NT) = 2m — 1, so TN V; = T Nv;-. Furthermore, since the
action of G on the cosets of M is 2-transitive (see, for example, [48]), we may assume that
Q(v;) = 0 also. Hence the stabiliser of B in H is equal to the stabiliser of 2m — 1 totally
singular 1-spaces in GOS,,(2). This group is nontrivial by Lemma 3.1.11. O

Proposition 3.1.33. Let ¢ = 2/, and let G be an almost simple group with socle Spy(q)
where d > 4. Assume that if d = 4 then ¢ > 2. Let M = GO%(q) and Q) the set of right cosets
of M in G, and let |2 =n. Ife = — and ¢ =2 then logn + 1 < b(Spy(2),Q2) = [logn] + 1.
Otherwise, b(G,Q) < logn + 1.

Proof. Let d = 2m so that m > 2. Then n = ¢"(¢"™ — 1)/2. If ¢ = 2 by Proposition 3.1.32
we deduce that b(G) = 2m If ¢ = +, then n > ¢*™~ ! hence logn +1 > (2m — 1)log2 + 1 =
2m = b(@). If e = — then [logn] +1 = 2m = b(Qq).

Assume that ¢ > 4. It is proved in [65] that b(soc(G),2) < 2m + 1, so (since ¢ is even),
it follows from Lemma 3.1.5 that the base size of G is at most 2m + 2. Therefore

2m—1
q

logn—i—lzlog( )+12(2m—1)10gq2mlogq+(m—1)logq

>mlogq+logq >2m +2 > b(G).

Novelty

Let G < Sym(2) be an almost simple classical group over F, with socle Gy, with natural
module V. It remains to deal with certain novelty subgroups H of G, where Hy = H N Gy is
non-maximal in Gg. In particular, one of the following holds:

(i) Go = PSL4(q), d > 3 and G contains graph or graph-field automorphisms;
(ii) Gop = PSpy(q), g even and G contains graph-field automorphisms;

(iii) Go =Py (¢) and G contains triality automorphisms.

Case (i) Let Gop = PSLg4(q) with d > 3, and let

S1(G, k) = {{U,W} | U C W, dimU =k, dim W = d — k}
Sy(G,k) = {{U,W} |V =UaW,dimU =k < d/2}.

Proposition 3.1.34. Let G be an almost simple group with socle Gy = PSLy4(q), d > 3,
containing a graph or graph-field automorphisms, leti € {1,2}, and let n; := |S;(G, k)|. Then
b(G,Si(G,k)) <logn; + 1.

Proof. Recall that, S(G, k) denoted the set of k-dimensional subspaces of V.
Let K; = G(y,y) be the stabilizers of the pairs U,V in §;(G, k), and let U € S(G, k). Then
K; NGy is a subgroup of H = (Gy)y;-
There exist b conjugates of H whose intersection is trivial. Here, by Lemma 3.1.5 we have
that
b :=b(G,Si(G,k)) <b+c, (3.1.36)
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with ¢ = 1 when ¢ = 2, ¢ = 2 when ¢ = 3, and ¢ = 3 when ¢ > 4. Denoting by n = |S(G, k)|,
it is not difficult to observe that
n < (n;/2° (3.1.37)

Now, from Proposition 3.1.25 and (3.1.36), (3.1.37) we deduce
bi <b+c<logn+1+c<log(n;/2°)+1+c=logn;+1,

as desidered.
O

Case (ii) Let Go = PSpy(q), ¢ = 2¢ > 4, then Q@ = G/H is the set of right cosets of
H = [q"] . GL1(q)*.

Proposition 3.1.35. Let G be an almost simple group with socle Gy = PSp,(q), ¢ = 2 > 4,
containing graph-field automorphisms, and let n = |Q2| Then b(G,Q) <logn + 1.

Proof. Let U € S(G,1). Then H NGy is a subgroup of K = (Gg);;. There exist b conjugates
of H whose intersection is trivial. Here, by Lemma 3.1.5 we have that b(G,Q) < b+ 2.
Note that n < (n/4), where n = |S(G,1)|. Hence, from Proposition 3.1.27, we deduce that
b(G,Q) <b+2<logn+1+2<log(n/4)+ 1+ 2 =Ilogn + 1, as required.

O

Case (iii) Let Go = P2 (¢), then we have to consider the action of G on Q = G//H the set

2
of right cosets of H = [¢*!] : {(Qqq_fl)} @ ql,l) GLa(q) .d2.

Proposition 3.1.36. Let G be an almost simple group with socle Gy = PQ;{(q), containing
triality automorphisms, and let i = |Q|. Then b(G,Q) <logn + 1.

Proof. Let U € 8(G,1), and let n = |S(G,1)|. Then H N Gy = [¢"'] . GLa(q)GL1(g)? is a
subgroup of K = (Go),;. From Proposition 3.1.29, we deduce that there exist b < logn + 1
conjugates of K whose intersection is trivial. Now, by Lemma 3.1.5 we have that b(G, Q) <
b+ 5. Note that n < (7/32). Hence we deduce that b(G,Q) < b+5 <logn+1+5 <
log(n/32) + 1+ 5 = logn + 1, as required.

O

3.1.5 Proof of Theorem 3.0.2

In this section, we prove Theorem 3.0.2.

Theorem 3.1.37. Let G < Sym(Q)) be an almost simple group of degree n, and assume that
G is not large base. Then b(G) < [logn]|+1. Moreover if b(G) > [logn]|+ 1, then G = Moy,
n =24 and b(G) = 1.

Proof. Let Gy = soc(G). First notice that the only non-large-base almost simple groups of
degree at most 8 are the actions of Alt(5) and Sym(5) on 6 points, of PSL3(2) on 7 points,
and of PSLy(7) and PGL2(7) on 8 points, all of which have base size 3, which is less than
logn + 1. Hence the result holds for n < 8, and for b(G) < 3.

Since the groups PSLs(q) are isomorphic to many other simple groups, we shall consider
them next. Let G be an almost simple group with socle PSLy(q) for ¢ > 5, and let © be
the right cosets of some maximal subgroup H of G. We work through the choices for H, as
described in [20, Table 8.1]. The result for H € C; follows from Proposition 3.1.25. Burness
shows in [22, Table 3] that b(G) < 3 for the majority of the remaining choices of H. More
precisely, he shows that b(G) < 3 if H € CoUCs, or if H € C5 and the index [q : qo] is odd; or
if He Cgand g > T;orif HE Cygand g # 9. We therefore need consider only the exceptions.
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If H € Cs5 and [qo : ¢] = 2 then the action of Gy on 2 is equivalent to that of PQ (o) on
non-degenerate 1-spaces. If gy € {2,3} then Gy = Alt(5), Alt(6), respectively, and the action
is equivalent to the (large base) action on 2-sets. Hence we can assume that ¢ > 4, and the
result follows from Lemma 3.1.28. If H € Cg and ¢ = 5 then G is large base; if ¢ = 7 then
the action of G on 2 is equivalent to that of PSL3(2) on 1-spaces, so the result follows from
Proposition 3.1.25. Finally if H € Cg and ¢ = 9 then G is large base. Thus for the remainder
of the proof we shall assume that Gy 2 PSLa(q).

Next, assume that the action of G is not standard. Burness, Guralnick and Saxl show in
[25] that if Gp = Alt(n) then b(G) < 3. For classical groups, Burness shows in [22, Theorem
1.1] that either b(G) < 4 or G = Ug(2).2, H = Uy(3).2? and b(G) = 5. Looking at the
primitive groups of degree at most 15 with classical socle, not isomorphic to PSLa(q), we
find only standard actions, whilst the degree of the given action of Ug(2).2 is 1408, so the
result follows for classical G. For the exceptional groups G, it is shown by Burness, Liebeck
and Shalev that b(G) < 6 for all faithful primitive actions; since the smallest degree of a
faithful primitive representation of an exceptional group is 65 (see, for example, [48, Table
B.2]), the result follows. Finally, Burness, O’Brien and Wilson show in [27] that if G is an
almost simple sporadic group, then either b(G) < 5, or G is one of five specific exceptions.
The sporadic groups with faithful primitive actions on at most 32 points are M;; on 11 or
12 points, with base size 4 <log11 + 1, and the natural actions of Mj2, Mo3 and May. Since
b(Mi2) =5 < [log12] + 1,b(Ma3) = 6 < [log23]| + 1, and b(Mag) = 7 < [log24] + 1, the
result holds. The remaining actions, namely the actions of Cog, Cos and Figg o, have base
size 6 and very large degree.

If Alt(¢) < G < Sym(¥), then €2 is an orbit of partitions of {1,...,¢}, so b(G) < logn + 1
by Theorem 3.1.23. Hence we may assume that G is a classical group in a subspace action.

If Gp = PSL4(q) and the action is on k-dimensional subspaces, then the result follows
from Proposition 3.1.25.0therwise, the orbit is on pairs of subspaces, and the result follows
from Proposition 3.1.34.

If Gp = PSp,(q) then we may assume that d > 4, and (d,q) # (4,2), since PSp,(2)" =
PSL2(9). If the action is on k-dimensional subspaces then the result follows from Proposi-
tion 3.1.27. If ¢ is even, and the action of G is on the cosets of GOf(q), then the result
follows from Proposition 3.1.33. If the action is on the cosets of a novelty maximal subspace
subgroup, then the result follows from Proposition 3.1.35.

If Go = PSUy4(q), then we may assume that d > 3. If the action is on k-dimensional
subspaces then the result follows from Proposition 3.1.26. Consulting [80, Table 3.5.B] and
[20] we see that there are no novelty maximal subspace subgroups.

If Go = PQ5(q) then d > 5, as Go 2 PSLa(q). If d < 6 and the action is on totally
singular subspaces, then the action of Gy on GoN H is equivalent to that of PSp,(q), PSL4(q)
or PSU4(q) on totally singular subspaces. If d < 6 and the action is on non-degenerate
2-dimensional spaces, then the action of Gy is equivalent to that of PSp,(q), PSL4(q) or
PSU4(g) on their maximal subgroups in Class Cy or Cs, and b(G) < 3 by [22, Table 3|. Thus
for 5 < d < 6 we may assume that the action is on an orbit of non-degenerate 1-spaces,
and the result follows from Lemma 3.1.28. If d > 7 and H N Gq is the stabiliser in Gy of
a k-dimensional subspace then the results follow from Proposition 3.1.29 for d even, and
Proposition 3.1.30 for d odd. Thus it remains only to consider the case of H a novelty
maximal subgroup, and here the result follows from Proposition 3.1.36. O

Diagonal-type

Proposition 3.1.38. Let G be a primitive diagonal-type group of degree n. Then b(G) <
max{4,log(logn)}. In particular, b(G) < logn, and Theorem 5.0.2 holds for G.

Proof. Let soc(G) = T*, where T is a non abelian simple group and k > 2. Then n = |T|*~!
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and it suffices to assume that G = T*.(Out(T) x Sym(k)).
If £k = 2, then it is shown in [52] that b(G) € {3,4}. Since n > 60 the result follows.
Hence we can assume that k£ > 3. It is shown in [52] that

log k
WG < | =285 | 4o
(@) < %ogwﬂ

If 3 <k < |T| then b(G) < 3 and the result follows, so assume that k& > |T'| > 60. Then
n > 607, so loglogn > 5, and hence

(3.1.38)

log k loglogn
b(G) < I< ==
( )_log60+ - )

+ 3 < loglogn.
For the final claim, notice that n > 60, so logn > 4. O

Product action type

We recall the general set-up for product action type groups. Let H < Sym(I") be a primitive
group of almost simple or diagonal type.

Let k£ > 2 be an integer and consider the wreath product W = H ¢ Sym(k). This group
has a natural product action on the Cartesian product = I'*, given by

-1 h h
(Y1, -+ oy ) L PIPT0 = (e ey (3.1.39)

Let T := soc(H) and B := soc(W), so B = T*. Following [92], a subgroup G < W is primitive
product-type group if

(1) B<G;and
(2) G induces a transitive group Pg < Sym(n) acting by conjugation on the k factors of B.

In particular, note that
soc(G) =TF < G < H1 Pg.

Bases for primitive groups of product type were studied by Burness and Seress in [28].
By Lemma 3.1.1 we may suppose that G = HSym(k), and this assumption G = HSym(k)
simplify the general discussion. For the sake of clearness, we repeat some of the arguments
of [28] in our simplified general setting.

Lemma 3.1.39. Let G = Hwr Sym(k), where H < Sym(I") is a primitive group of almost
simple or diagonal type. Let a := [logk| and r := |log|T'||. Then there exists a collection of
points {a1,...,apqr1} i with the property that an element g = (1,...,1)p € G fizes each
«; if and only if p = 1.

Proof. This is essentially [28, Lemma 3.8]. To see that the value of a is as stated there,
notice that it is shown in the proof of [28, Proposition 3.2] that there exists a set of [log k|
2-partitions of {1,...,k}, such that the intersection in Sym(k) of the stabilizers of these
partitions is trivial. ]

Lemma 3.1.40. Let G = HSym(k) < Sym(f2) be primitive of product action type, with
H < Sym(I'), and let m = |I'|. Then

[log k]
|log m|

b(G,Q) < { ] +b(H,T).
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Proof. Let {y1,...,7%} C T be a base of minimal size for the action of H on I'. Let o :=
(Yiy.o,y) €TF = Qfor 1 <4 <b. Let {a1,...,aq/} be the set given in Lemma 3.1.39.
As noted in [28, Equation (13)], the set

B:={a1,...,arU{a],. .. 0}
is a base for G. Indeed, given g = (hy,...,h)o" 1 € Gy, for 1 <i<b

g hio hpo

ai :(’72 7"'777, ):(717772)

if and only if %flj =~; for 1 <j <k.Thatis h; € (| H,, =1, and hence g = (1,...,1)0" L.
1<i<b
Now, the result follows by the choice of {a1,..., a4/} and Lemma 3.1.39. O

Proposition 3.1.41. Let G = H 1 Sym(k) < Sym(Q) be a primitive permutation group of
product-type of degree n, with H < Sym(I") either an almost simple group in a non-large-base
action or a group of diagonal type of degree m. Then b(G,Q) < logn + 1. In particular,
Theorem 3.0.2 holds for G.

Proof. From Theorem 3.1.37 and Proposition 3.1.38, we see that either b(H,T") < [logm] +
1 <logm + 2, or H= Msy, and m = 24.

We deal first with H = Mgy. Here m = 24 and b(H,T') = 7, so for all k& > 2, by
Lemma 3.1.40,

[log k|
|log m|

1+ logk
4

Mb(H,r)g( +1>+7<k10g(24)+1.

hG) < {

We now consider the general case, and assume first that & < 4, so that in particular
[logk] < [logm]. Then by Lemma 3.1.40

b(G,Q) <1+b(H,T)< (2+1logm)+1<2logm+1<klogm+1=1logn+ 1.
If instead k& > 5, then

1 141
b(G, Q) < { [log k] 1+logk

[log m] [log m]
<(k—1)4+logm+1<klogm+1=logn+ 1.

1+logk
w+(logmw+1< +logm+3§<+20g+2)+logm+1

as required. ]

Twisted wreath product

Let G < Sym(f2) be a primitive twisted wreath product group with socle T*, where T is a
non-abelian simple group and k > 6. Note that 7% is a regular normal subgroup of G. Let
P = G, be the stabilizer of a point w € Q. Then G = T*P is a semidirect product, and the
top group P is a transitive subgroup of Sym(k). In terms of degree, the smallest primitive
group of this type arises when T = Alt(5) and k = 6, in which case |Q| = 60°.

Proposition 3.1.42. Let G < Sym(2) be a primitive group of degree n and of twisted wreath
product type, then b(G) < logn + 1. In particular, Theorem 3.0.2 holds for G.

Proof. As explained in [140, Section 3.6], we can embed G in a primitive group L < Sym(€2)
of product-type, where L = T2 P = (T?)*. P. To be precise L = H P is of product-type
with base group H of diagonal-type. Hence the result follows combining Proposition 7?7 and
Lemma 3.1.1. O
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Affine type

Proposition 3.1.43. Let G < AGL(V) be a primitive permutation group of affine-type,
where V is a vector space of dimension n over a field F, of prime order p. Then b(G) <
logn + 1. In particular, Theorem 3.0.2 holds for G.

Proof. By Lemma 3.1.1 we can assume G = AGL(V). We claim that b(G) = b(GL(V)) + 1.
Let B be a base of minimal size of GL(V'). For every w € B, if v € V' \ {0} then v + w # w,
therefore b(G) > b(GL(V')) 4+ 1. Now, Gy be the stabiliser in G of the trivial vector coincides
with GL(V'). Hence {0} U B is a base for G and b(G) = b(GL(V')) + 1. Let B = {v1,...,v,}
be a basis of the vector space V. Then GL(V) ) = 1 and b(GL(V)) < n. Now, we show that
GL(V')(4) is nontrivial for every A C V of size n — 1. Let g € GL(V). If g stabilizes w, then
zg = z, for every z € (w). So, without loss of generality, we can assume that G stabilizes
pointwise {v1,...,v,—1}. The map fixing pointwise {v1,...,v,—1} and mapping v, in v, + vy
is a nontrivial element of GL(V'), hence b(GL(V')) > n, and the statement follows. O

3.2 A polynomial bound for the number of maximal systems
of imprimitivity of a finite transitive permutation group

3.2.1 Preliminaries

We need some basic terminology, which we borrow from [141, Sections 4.3 and 4.4].

Let x be a positive integer and let A be a direct product S; X --- X Sk, where the
S; are pairwise isomorphic non-abelian simple groups. We denote by m; : A — S; the
natural projection onto S;. A subgroup X of A is said to be a strip, if X # 1 and, for each
i€ {l,...,k}, either X NKer(m;) =1 or m;(X) = 1. The support of the strip X is the set
{i € {1,...,k} | m(X) # 1}. The strip X is said to be full if m;(X) = S;, for all 7 in the
support of X. Two strips X and Y are disjoint if their supports are disjoint. A subgroup X
of A is said to be a subdirect subgroup if m;(X) = S;, for each i € {1,...,K}.

Scott’s lemma (see for instance [141, Theorem 4.16]) shows (among other things) that if
X is a subdirect subgroup of A, then X is a direct product of pairwise disjoint full strips of
A.

Lemma 3.2.1. Let Ly be a crown-based power of L of size k' having non-abelian socle N¥
and let H' be a core-free subgroup of Ly contained in N¥ . Then |Nk/ cH'| > 5K

Proof. We argue by induction on k’. If ¥’ = 1, then the result is clear because N K — N has no
proper subgroups having index less then 5. Suppose that k' > 2 and write N := Ny X+ -+ X Ny,
where Ni,..., Ny are the minimal normal subgroups of L contained in N K. For each
ie{l,...,k'}, we denote by m; : N¥ — Nj the natural projection onto Nj.

Suppose that there exists i € {1,...,k'} with m;(H') < N;. Then, N;H'/N; is a core-
free subgroup of Ly//N; = Ly_1 and is contained in N K /N;. Therefore, by induction,
IN¥ . H'N;| = [N¥/N; : H'N;/N;| > 5¥ 1. Furthermore, |H'N; : H'| = |[N; : H N N;| > 5
because N; has no proper subgroups having index less then 5. Therefore, |V K HY | > 5

Suppose that, for every i € {1,...,k'}, m;(H') = N;. Since N is non-abelian, we may
write N; = S;1 X --- X S; ¢, for some pair-wise isomorphic non-abelian simple groups S; ; of
cardinality s. For each i € {1,...,k'} and j € {1,...,£}, we denote by m;; : N¥ — S;;
the natural projection onto S; ;. Since m(H') = N;, we deduce m; ;(H') = S; ;, for every
ie{l,...,k'}and j € {1,...,¢}. In particular, H’ is a subdirect subgroup of Sy 1 x---x Sk ¢
and hence (by Scott’s lemma) H' is a direct product of pairwise disjoint full strips. Since no
N; is contained in H', there exist two distinct indices i1, € {1,...,k'} and j1,72 € {1,..., ¢}
such that (i1, j1) and (i2, j2) are involved in the same full strip of H'. If we now consider the
projection m;, i, : N¥ — Nj, x Niy, we obtain [Ny, x N, : w4, (H')| > 5 > 60 > 52. The
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inductive hypothesis applied to Ker(m;, ;,) N H' yields [Ker(m;, 4,) : Ker(m;, 1) N H'| > 5% 2
and hence |[N* : H'| > 5% O

The following Theorem 3.2.2 is an improvement of [115, Corollary 2].

Theorem 3.2.2. [95, Theorem 1.4] There exists a constant ¢ such that every finite group has
at most en3/? core-free mazimal subgroups of index n.

We warn the reader that the statement of Theorem 3.2.2 is slightly different from that of
Theorem 1.4 in [95]: to get Theorem 3.2.2 one should take into account Theorem 1.4 in [95]
and the remark following its statement.

3.2.2 Proofs of Theorems 3.0.3 and 3.0.4

In this section we prove Theorems 3.0.3 and 3.0.4. Note that in the proofs of Theorem 3.0.3
and 3.0.4, we use without mention Lemma 1.2.1. Our proofs are inspired from some ideas
developed in [42]. Moreover, our proofs have some similarities and hence we start by deducing
some general facts holding for both.

We start by defining the universal constant a. Observe that the series > o2 u
verges. We write

—3/2 con-

|
/ Pyp—
di=3 W32
u=1
Let ¢ be the universal constant arising from Theorem 3.2.2. We define
11ca’
Q= —.
1—1/23/2

Recall that max(H,G) is the number of maximal subgroups of G containing H. For
the proofs of Theorems 3.0.3 and 3.0.4 we argue by induction on |G : H| + |G|. The case
|G : H| =1 for the proof of Theorem 3.0.3 is clear because max(H,G) = 0. Similarly, the
case that H is maximal in G for the proof of Theorem 3.0.4 is clear because max(H,G) = 1.
In particular, for the proof of Theorem 3.0.3, we suppose |G : H| > 1 and, for the proof of
Theorem 3.0.4, we suppose that H is not maximal in G.

Consider

H = ﬂ M.

H<M<G
M max. in G

Observe that max(H, G) = max(H,G). In particular, when H < H, we have |G : H| < |G :
H| and hence, by induction, we have max(H,G) = max(H,G) < a|G : H*? < a|G : H|?/2.
Moreover, when G is soluble, we have max(H,G) = max(H,G) < |G : H| -1 < |G : H| — 1.
Therefore, we may suppose H = H, that is,

H is an intersection of maximal subgroups of G. (3.2.1

~—

Suppose that H contains a non-identity normal subgroup N of G. Since max(H, G)
max(H/N,G/N) and |G/N| < |G|, by induction, we have max(H,G) = max(H/N,G/N)
a|G/N : H/N|?/?2 = a|G : H|*/2. Moreover, when G is soluble, we have max(H,G)
max(H/N,G/N) <|G/N : G/N|—1=|G: H| — 1. Therefore, we may suppose

Al

coreq(H) = 1. (3.2.2)

Let F' be the Frattini subgroup of G. From (3.2.1), we have F' < H and hence, from (3.2.2),
F = 1. In particular, we may now apply Lemma 1.2.3 to the group G.
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Choose I, R and D as in Lemma 1.2.3. By (3.2.1), we may write
H=X/n--NX,NYiN- NY,,

where X7i,..., X, are the maximal subgroups of G' not containing D and Y7,...,Y, are the
maximal subgroups of G containing D. We define

X=Xin---NX,and Y:=Y1N---NY,.

Thus H=XnNY.
Foreveryi € {1,...,p}, since D £ X;, we have G = DX, and hence Lemma 1.2.4 (applied
with K := X;) yields R < X;. In particular,

R<X. (3.2.3)
Since R = Rg(A) for some chief factor A of G, Section 1.2 yields
G/R= Ly,

for some monolithic primitive group L and for some positive integer k. We let N denote the
minimal normal subgroup (a.k.a. the socle) of L. From the definition of I and R, we have
I/R = soc(G/R) = soc(Ly) = N*. Finally, let T := X N I. In particular,

r_x.1

R R R

We have
HNnD=(XnY)ND=XNn{YND)=XND=XN{IND)=(XNI)NnD=TnD.

It follows G G H] G

G:HD|= g = ! = ' .

| '={ED . H| " D:HND _D:TND|
If D <T,then D < X and hence D < X NY = H because D < Y. However this is
a contradiction because D # 1 and hence, from (3.2.2), D £ H. Therefore D £ T and
|D:TND|>1.

Applying our inductive hypothesis, we obtain

o =max(HD/D,G/D) < a|G/D : HD/D[*? = a|G : HD>?

IG:H| \*? 3/ (3.2.4)
~\ip.pn7) Swr¢HMT

Moreover, when G is soluble and H D is a proper subgroup of G, we obtain

oc=max(HD/D,G/D)<|G/D:HD/D|—1=|G:HD| -1
: : 3.2.5
_ |G H| _1§|G.H|_1' ( )
D:DNT| 2

(Observe that, when G is soluble and G = HD, we have 0 = 0 and hence the inequality
o <|G: H|/2—1is valid also in this degenerate case.)

From (3.2.3), we deduce p < max(HR,G). If R £ H, then |G : HR| < |G : H| and hence,
applying our inductive hypothesis, we obtain

G: H| \*? a
]I|{R:I1’T|> |G H)3/2, (3.2.6)

pgmaX(HR,G)ga]G:HR|3/2:a( SW
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Moreover, when G is soluble and H R is a proper subgroup of G, we obtain

|G : H| |G : H|
Bl IR —
|HR: H| 2

p<max(HR,G)<|G:HR|—1= 1. (3.2.7)

(As above, when G is soluble and G = HR, we have p = 0 and hence the inequality p < |G :
H|/2 — 1 is valid also in this degenerate case.)
Now, from (3.2.4) and (3.2.6), we have

max(H,G) = o +p < % G HP? < oG HIP.

Similarly, when G is soluble, from (3.2.5) and (3.2.7), we have

max(H,G)=oc+p < -1<|G:H|-1.

|G : H] s |G : H|
2 2
In particular, for the rest of the proof, we may assume that R < H. Now, (3.2.2) yields
R =1 and hence G = Lj, and D = I. Therefore, we may identify G with Lj and D with N*.
Set
C = {coreq(X;) |1 € {1,...,p}}

and, for every C € C, set
Mo ={X;|i€{l,...,p},C = coreq(X;)}.

For the rest of our argument for proving Theorems 3.0.3 and 3.0.4, we prefer to keep the
proofs separate.

Proof of Theorem 3.0.3. In this proof, we distinguish two cases.
CASE 1: Suppose that N is non-abelian.

Since N is non-abelian, the group G = Lj has exactly k& minimal normal subgroups. We
denote by Ni,..., N the minimal normal subgroups of G. In particular, I = N*¥ = N; x
Ny x -+ X N, k-

First, we claim that, for every i € {1,...,p}, there exist z,y € {1,...,k} such that
Ny < X;, for every £ € {1,...,k} \ {x,y}, that is, X; contains all but possibly at most two
minimal normal subgroups of G.

We argue by induction on k. The statement is clearly true when k£ < 2. Suppose then
k > 3 and let C' := coreg(X;). If C = 1, then X, is a maximal core-free subgroup of
G and hence the action of G on the right cosets of X; gives rise to a faithful primitive
permutation representation. Since a primitive permutation group has at most two minimal
normal subgroups [32, Theorem 4.4] and since G has exactly & minimal normal subgroups,
we deduce that k < 2, which is a contradiction. Therefore C' # 1.

Since Ni,...,N; are the minimal normal subgroups of Lj, we deduce that there exists
¢ e {l,...,k} with N, < C. Now, the proof of the claim follows applying the inductive
hypothesis to G/Ny = Li_1 and to its maximal subgroup X;/Nj.

The previous claim shows that, for every C' € C, C' contains all but possibly at most two
minimal normal subgroups of N* = I. Therefore,

Ic| < k2.

Let C € C and let M € M. The reader might find it useful to see Figure 3.1, where we
have drawn a fragment of the subgroup lattice of G relevant to our argument.

Let k¥’ be the number of minimal normal subgroups of G contained in M. In particular,
INM = N¥. Observe that I N H is contained in I N M and is core-free in G. Applying
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INH

Figure 3.1: Subgroup lattice for G

Lemma 3.2.1 (with H' replaced by I N H in a crowned-based group isomorphic to L), we
get [INM:INH|> 5. As k' > k — 2, we deduce t > 582,

Now, M/C is a core-free maximal subgroup of G/C. From Theorem 3.2.2, when C =
coreg(M) and z = |G : C| are fixed, we have at most cz%/? choices for M. As t > 52, we
have z < |G : H|/5F2. Thus

EDILEIED SEED DINNELES LD DI
cecC CeC  z||G:H| 2||G:H]|
2<|G:H|/5F—2 2<|G:H| /552

_ 3/2
_Ck2<|G:H|>3/2 Z <5k 22’)
- k— . :
Hk—2 Alic] |G : H|

2<|G:H|/5%—2

Therefore,

5k=2, )3/2 > 1 ,
— < —s = a.
L, (om) =Zn
2<|G:H|/5F—2

Finally, it is easy to verify that, for every k, 1472/53(]‘3_2)/2 < 11. Summing up,
p < 1led|G: HPY. (3.2.8)

From (3.2.4), (3.2.8) and from the definition of a, we have

a

W|G:H‘3/2+1lca/\G:H|3/2 :a‘G2H|3/2‘

max(H,G)=oc+p <

CASE 2: Suppose that N is abelian.

As N is abelian, the action of L by conjugation on N endows N with the structure of an
L-module. Since L is primitive, N is irreducible. Set ¢ := |Endy(N)|. Now, N is a vector
space over the finite field IF, with ¢ elements, and hence |N| = ¢~ , for some positive integer
K.

Let C € C and let M € M. By Lemma 1.2.1, C < I. Now, the action of G/C on the
right cosets of M/C' is a primitive permutation group with point stabilizer M/C. Observe
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that in this primitive action, I/C is the socle of G/C. In particular, G/C acts irreducibly as a
linear group on I/C and hence C' is a maximal L-submodule of I. Since [ is the direct sum of
k pairwise isomorphic irreducible L-modules, we deduce that we have at most (¢* —1)/(g—1)
choices for C. Moreover, |G : M| =|G/C : M/C| = |[N| = ¢*'. From Theorem 3.2.2, when C
is fixed, we have at most ¢|G : M|3/? = ¢(¢¥")*/? choices for M € M¢. This yields

k
=1 g k+3k' /2
<c|- < : . 3.2.9
p < [C] ngggl/\/lc\_q_l cg™" " < cq (3.2.9)

As we have observed above, M NI = C is an L-submodule of G. Since an intersection of
L-submodules is an L-submodule, we deduce that

HNnlI=(Xin---NnX,)NI

is an L-submodule of G and hence H NI < G. Since H is core-free in G, we deduce HNI =1
and hence |I| = |N|* = ¢"¥ divides |G : H|. In particular, |G : H| > ¢"¥'. Therefore,
from (3.2.9), we obtain
k43K /2
p<c|G:H| ® .
When k # 1 or when (k, k") # (2,1), we have kflf,,/? < 3. When k = 1, by refining (3.2.9),
we obtain the sharper bound p < ¢¢®*'/2 < ¢|G : H|3/2. When (k, k') = (2,1), we may again
refine (3.2.9): p < c(g+1)¢%? < ¢-2¢-¢3/? = 2¢¢®/? < 2¢|G : H|P/* < 2¢|G : H|3/?. Summing
up, in all cases we have

p <2G: HP?. (3.2.10)
From (3.2.4) and (3.2.10), we have

max(H,G) =0 +p < G H)P? +2¢|G: HPY? < a|G : HP?,

a
< 3
L]

as desired.
The rest of the proof of Theorem 3.0.4 follows the same idea as in Case 2 above, but
taking in account that the whole group G is soluble.

Proof of Theorem 3.0.4. Since G = L, and I = N*, we may write G = I x K, where K is a
complement of N in L. As in the proof of Theorem 3.0.3 for the case that N is abelian, we
have that the action of L by conjugation on N endows N with the structure of an L-module.
Since L is primitive, N is irreducible. Set ¢ := |End(/N)|. Now, N is a vector space over the
finite field F, with ¢ elements, and hence |N| = ¢, for some positive integer £’.
Let C € C and let M € Mc. As we have observed above (for the proof of Case 2),
M NI =C is a maximal L-submodule of G, HNI =1 and |I| = |[N|* = ¢*¥ divides |G : H|.
In particular, |G : H| = Lq**' | for some positive integer £.
Since G is soluble and since M is a maximal subgroup of G supplementing I, we have
M = C x K%, for some maximal L-submodule C' of I and some z € I. Arguing as in the
proof of Theorem 3.0.3 for the case that N is abelian, we deduce that we have at most
(¢" —1)/(q — 1) choices for C. Moreover, we have at most |I/C| = |G : M| = |N| = ¢*
choices for z. This yields
-1 %
ps ——q" .
qg—1
Now, (3.2.5) gives ¢ < |G : H|/|D : DNT| — 1: recall that D = [ = N¥ and DN T =
DNH=INH=1. Thuso <|G: H|/|D|-1=|G: H|/¢" —1=1¢—1. Therefore,

(3.2.11)

b1
max(H,G) =c+p<l—1+ qilq’f. (3.2.12)
q_



CHAPTER 3. PROBLEMS IN PERMUTATION GROUPS 100

When ¢ > 2, a computation shows that the right-hand side of (3.2.12) is less than or
equal to fgFF — 1 = |G : H| — 1. In particular, we may suppose that £ = 1. In this case,
|G : H| = ¢** = |I| and hence G = IH = I x H. Moreover, ¢ = 0. Since H is not a maximal
subgroup of G (recall the base case for our inductive argument), k& > 2.

Assume also ¥’ = 1. Since |Endy(N)| = ¢ = |N|, we deduce that L/N is isomorphic to a
subgroup of the multiplicative group of the field F, and hence |L : N| is relatively prime to
q. Therefore |G : I| is relatively prime to ¢ and hence so is |H|. Therefore, replacing H by
a suitable G-conjugate, we may suppose that K = H. Using this information, we may now
refine our earlier argument bounding p. Let C' € C and let M € M. Since G = I x H is
soluble, M is a maximal subgroup of GG supplementing I and H < M, we have M = C x H,
for some maximal L-submodule C' of I. We deduce that we have at most (¢* —1)/(¢ — 1)
choices for C' and hence we have at most (¢¥ — 1)/(q — 1) choices for M. This yields

k

max(H,G) =0 +p=p<
=

: <¢-1=|G:H| -1,

and the result is proved in this case.
Assume k' > 2. A computation (using £ = 1 and k, k" > 2) shows that the right-hand
side of (3.2.12) is less than or equal to ¢* — 1 =|G : H| — 1. O

3.3 Boolean lattices in finite alternating and symmetric groups

3.3.1 Notation, Terminology and basic facts

Since we need fundamental results from the work of Aschbacher [5, 6], we follow the notation
and the terminology therein. We let G be the finite alternating group Alt({2) or the finite
symmetric group Sym(€2), where 2 is a finite set of cardinality n € N. Given a subgroup H
of G, we write

O¢g(H):={K|H< K <G}

for the set of subgroups of GG containing H. We let
Oc(H) = Og(H)\ {H,G},

that is, Og(H)' consists of the lattice Og(H) with its minimum and its maximum elements
removed. Given a group X, we denote by F*(X) the generalized Fitting subgroup of X.
Observe that, when X is a primitive subgroup of Sym(Q2), F*(X) coincides with the socle of
X. We write

Oc(H)" :={M € Oq(H) | F*(G) £ M}

and we denote by
Mg (H) the set of maximal members of Og(H)".

We start by familiarizing the reader with this terminology.

e When G = Alt(2), F*(G) = G and hence O¢(H)" is simply Og(H) with its maximum
element G = Alt(§2) removed. Therefore M (H ) consists of the maximal subgroups of
G = Alt(f2) containing H.

e When G = Sym(Q) and Alt(Q) £ H, Og(H)"” is obtained from Og(H) by removing
G = Sym(€) only, because if M € Og(H) and Alt(Q2) = F*(G) < M, then Sym(Q2) =
HF*(G) < M and M = Sym(f2). Therefore, also in this case M(H) consists simply
of the maximal subgroups of G = Sym({2) containing H.
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e When G = Sym(Q2) and H < Alt(Q2), Og(H)" is obtained from Og(H) by removing
Sym(€2) and Alt(£2). Therefore M¢(H ) consists of two types of subgroups: the maximal
subgroups of G = Sym({2) containing H and the maximal subgroups M of Alt(Q)
containing H and that are not contained in any other maximal subgroup of Sym(2)
other then Alt(2). For instance, when H := M;js in its transitive action of degree
12, we have H S Alt(12), OSym(lQ)(MH) = {Mlg,Alt(12>,Sym(12)}, OSym(lQ)(H)/ =
{Alt(12)}, Ogyma2)(Mi2)"” = {Mi2} and Mgym(12)(M12) = {Mia}.

Some of the material that follows can be traced back to [5, 6] or [93, 140]. However, we
prefer to repeat it here because it helps to set some more notation and terminology. Using
the action of Sym(2) on the domain €2, we can divide the subgroups X of Sym({2) into three
classes:

Intransitive X is intransitive on 2,
Imprimitive X is imprimitive on €2, that is, X is transitive but it is not primitive on (2,
Primitive X is primitive on €.

In particular, every maximal subgroup M of G can be referred to as intransitive, imprimitive
or primitive, according to the division above.

In what follows we need detailed information on the overgroups of a primitive subgroup of
G. This information was obtained independently by Aschbacher [5, 6] and Liebeck, Praeger
and Saxl [93, 140]. Both investigations are important in what follows.

Intransitive subgroups

A maximal subgroup M of G is intransitive if and only if it is the stabilizer in G of a subset
I of Q with 1 < |I'| < [€2|/2 (see for example [93]), that is,

M =GN (Sym(I') x Sym(2\T)).
Following [5, 6], we let N (I') denote the setwise stabilizer of I" in G, that is,
NeT):={9e G|+l ,VyeTl}.

More generally, given a subgroup H of G, we let Ny (') = Ng(T') N H denote the setwise
stabilizer of I" in H.

The case |I'| = |€2|/2 is special because N¢(I') is not maximal. Indeed, Ng(I') is a
subgroup of the stabilizer in G of the partition {I', 2\ T'}. This is an imprimitive group and
we analyze the imprimitive groups later.

Summing up, we have the following fact.

Fact 3.3.1. Let I" be a subset of  with 1 < |I'| < |€2|/2. Then, the intransitive subgroup
N¢g(T) of G is a maximal subgroup of G. Moreover, every intransitive maximal subgroup of
G is of this form.

Regular partitions and imprimitive subgroups

The collection of all partitions of €2 is a poset, with the reverse refinement order: given
two partitions 1 and Yo of 2, we say that X1 < Yo if ¥ is a refinement of ¥q, that
is, every element in ¥ is a union of elements in ¥5. For instance, when Q := {1,2,3,4},
¥ :={{1,3,4},{2}} and X9 := {{1},{2},{3,4}}, we have ¥; < 3.

A partition ¥ of € is said to be regular or uniform if all parts in ¥ have the same
cardinality. Following [5, 6], we say that the partition X is an (a,b)-regular partition if ¥
consists of b parts each having cardinality a. In particular, n = || = ab.
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Alt(8)

AGL3(2) Alt(8) N (Sym(4)wrSym(2)) AGL3(2)

23 5 Sym(4) Alt(8) N (Sym(2)wr Sym(4)) 23 x Sym(4)

Alt(8) N (Sym(2)wr Sym(2)wr Sym(2))
Figure 3.2: The Boolean lattice of largest cardinality in Alt(8)

A partition 3 of Q is said to be trivial if ¥ equals the universal relation ¥ = {Q} or if ¥
equals the equality relation ¥ = {{w} | w € Q}.
We let
Ng(X)={geG|T9e X, VI X}

denote the stabilizer in G of the partition . Moreover, when H is a subgroup of GG, we write
NH(E) = Ng(r) NH.

Let M be a maximal subgroup of G. If M is imprimitive, then M is the stabilizer in G
of a non-trivial regular partition. Therefore, there exists an (a,b)-regular partition ¥ with
a,b > 2 and with M = Ng(X). From [93, 140], we see that when G = Sym(£2) the converse
is also true. That is, for every non-trivial (a, b)-regular partition X, the subgroup Ng(X) is a
maximal subgroup of Sym(£2). When G = Alt(2), the converse is not quite true in general.
We summarize what we need in the following fact.

Fact 3.3.2. Let X be a non-trivial regular partition of 2. Except when G = Alt(Q2), || = 8
and ¥ is a (2,4)-regular partition, the imprimitive subgroup Ng(X) of G is a maximal
subgroup of G.

The case G = Alt(Q2), |©2] = 8 and ¥ is a (2,4)-regular partition is a genuine exception
here. Indeed, Ng(X) < AGL3(2) < Alt(Q2), where AGL3(2) is the affine general linear group
of degree 22 = 8. (This was already observed in [93].) The case G = Alt(n) and n = 8 is
combinatorially very interesting: the largest Boolean lattice in Alt(8) has rank 3 and it is
drawn in Figure 3.2.
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Regular product structures and primitive subgroups

For what follows it is convenient to use the version of O’Nan-Scott Theorem presented in [140]
(see Section 1.5). It follows from the results in [93, 140] that, if M is a maximal subgroup of
G and M is primitive, then M has O’Nan-Scott type HA, AS, SD or PA.

Since an overgroup of a primitive group is still primitive, the analogue of Facts 3.3.1
and 3.3.2 is obvious.

Fact 3.3.3. A primitive subgroup M of G is maximal if and only if M is maximal among
the primitive subgroups of G.

We recall the definition of a regular product structure on Q from [6, Section 2]. Let m and
k be integers with m > 5 and k > 2. There are two natural ways to give this definition. First,
a regular (m, k)-product structure on € is a bijection f : Q — I'!, where I := {1,...,k} and
I is an m-set. The function f consists of a family of functions (f; : @ — I' | ¢ € I) where
fw) = (filw),..., fr(w)), for each w € Q. There is a more intrinsic way to define it. Let
F :={Q; | i € I} be a set of partitions Q; of © into m blocks of size m*~!, let [w]; be the
block of ; containing the point w, and let F(w) := {[w]; | i € I}. The set F is a product
structure if, for each pair of distinct points w,w’ € Q, we have F(w) # F(u'). Clearly the
two definitions are equivalent. Indeed, given a function f : Q — I'l, we let F(f) be the set
of partitions of Q defined by f, where the i? partition ; := {f; ' () | v € '} consists of the
the fibers of f;. The product structure F can also be regarded as a chamber system in the
sense of Tits [158].

Following [5], we let Ng(F) denote the stabilizer of a regular (m, k)-product structure
F={Q,...,Q} in G, that is,

Ng(F):={ge G| e FVie{l,...,k}}.

More generally, given a subgroup H of G, we let Ny (F) := Ng(F) N H denote the stabilizer
of I" in H. Clearly,
NSym(Q) (]:) = Sym(m)wr Sym(k:),

where Sym(m)wr Sym(k) is endowed of its primitive product action of degree m*. Moreover,
Ngym()(F) is a typical primitive maximal subgroup of Sym(2) of PA type according to the
O’Nan-Scott theorem.

Let F() be the set of all regular product structures on Q. The set F(2) is endowed of
a natural partial order. Let F := {Q; | i € I} and F := {Q; | j € I} be regular (m, k)- and
(1, k)- product structures on 2, respectively. Set I := {1,...,k} and I:=1{1,...,k}, and
define F < F if there exists a positive integer s with k = ks and a regular (s, k:) -partition
Y = {o; | i € I} of I, such that for each i € I and each j € o;, Q; < Q;, that is, the partition
; is a refinement of the partition Q . From [5, (5.1)], the relation < is a partial order on
F(Q).

We conclude these preliminary observations on regular product structures by recalling [6,
(5.10)].

Lemma 3.3.4. Let M = Ngyy, () (F) be the stabilizer in Sym(Q) of a regular (m, k)-product
structure on € and let K be the kernel of the action of M on F. Then

1. K < Al(Q) if and only if m is even;
2. M < Alt(Q) if and only if m is even and either k> 2, or k=2 and m =0 (mod 4);

3. if k=2 and m =2 (mod 4), then M NAIt(Q) = K, so M NAIt(Q) is not primitive on
Q (and hence M NAlt(2) is not a maximal subgroup of Alt(R2)). Otherwise M NAlt(€Q)
induces Sym(F) on F.
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Preliminary lemmas

A lattice L is said to be Boolean if L is isomorphic to the lattice of subsets of a set X, that
is, L= P(X), where P(X) :={Y | Y C X}. We also say that |X| is the rank of the Boolean
lattice L.

Lemma 3.3.5. Let X be a subgroup of Y. If Oy (X) is Boolean of rank ¢, then every maximal
chain from X to'Y has length €. In particular, if |Y : X| is divisible by at most ¢ primes
(counting these primes with multiplicity), then Oy (X) is not Boolean of rank .

Proof. This is clear. O

Lemma 3.3.6. Let H be a subgroup of G with Og(H) Boolean. If every mazximal element
in Og(H) is transitive, then either H is transitive or Og(H) contains the stabilizer of a
(12]/2, 2)-regular partition.

Proof. Suppose that H is intransitive and let I' be an orbit of H of smallest possible car-
dinality. Assume 1 < |I'| < |Q|/2. Then M := G N (Sym(I') x Sym(2\ I')) is a maximal
element of Og(H) and M is intransitive, which is a contradiction. This shows that H has two
orbits on €2 both having cardinality |2|/2. In particular, M := Ng({I',2\I'}) is a member
of O¢(H). O

Lemma 3.3.7. Let H be a subgroup of G with Og(H) Boolean. If every mazimal element
in Og(H) is primitive, then either H is primitive, or G = Alt(Q?), || =8, H = Ng(X) for
some (2,4)-regular partition ¥ and Og(H) has rank 2.

Proof. From Lemma 3.3.6, H is transitive. Suppose that H is imprimitive and let ¥ be a
non-trivial regular partition with H < Ng(X). If Ng(X) is a maximal subgroup of G, we
obtain a contradiction. Thus N¢(X) is not maximal in G. This implies G = Alt(Q?), || = 8,
Y is a (2,4)-regular partition and Og(H) has rank 2: see Fact 3.3.2 and Figure 3.2. O

Lemma 3.3.8 is needed in Remark 3.3.11 and Lemma 3.3.9 is needed in Theorem 3.3.26.

Lemma 3.3.8. Let € be the set of all 2-sets from a finite set A. Then, in the permutation
representation of Sym(A) on Q, Sym(A) < Alt(QQ) if and only if |A| is even.

Proof. Tt is an easy computation to see that, if g is a transposition of Sym(A) (for its action
on A), then g is an even permutation in its action on €2 if and only if |A| is even. Therefore,
the proof follows. 0

Lemma 3.3.9. Let H be a transitive permutation group on 2, let w €  and let H,, be the
stabilizer of the point w in H. Then {w' € Q | W' = W' Vg € H,} is a block of imprimitivity
for H. In particular, if H is primitive, then either H, = 1, or w is the only point fixed by
H,.

Proof. This is an exercise, see [48, Exercise 1.6.5, page 19]. O

3.3.2 Results for almost simple groups

In this section we collect some results from [5, 6] on primitive groups. Our ultimate goal is
deducing some structural results on Boolean lattices Og(H), when H is an almost simple
primitive group

We start with a rather technical result of Aschbacher on the overgroups of a primitive
group which is product indecomposable and not octal . We prefer to give only a broad descrip-
tion of these concepts here and we refer the interested reader to [5, 6]. These deep results have
already played an important role in algebraic combinatorics; for instance, they are the key
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results for proving that most primitive groups are automorphism groups of edge-transitive
hypergraphs [153].

A primitive group H < G is said to be product decomposable if the domain 2 admits the
structure of a Cartesian product (that is, = A!, for some finite set A and for some ¢ € N
with ¢ > 1) and the group H acts on 2 preserving this Cartesian product structure. We
are allowing ¢ = 1 here, to include the case that H is almost simple. Moreover, for each
component L of the socle of H one of the following holds:

(i) L= Alt(6) and |A| = 62,
(ii) L = Mys and |A] = 122
(iii) L = Sp,(q) for some q > 2 even and |A| = (¢*(¢*> — 1)/2)%.

We also refer to [141] for a recent thorough investigation on permutation groups admitting
Cartesian decompositions, where each of these peculiar examples are thoroughly investigated.

Following [5, 6], a primitive group H is said to be octal if each component L of the socle
of H is isomorphic to PSL3(2) = PSLy(7), the orbits of L have order 8 and the action of L on
each of its orbits is primitive. For future reference, we report here that a simple computation
reveals that, when H = PSL3(2) is octal, Oays)(H) is Boolean of rank 2, whereas Ogyy(s) (H)
is a lattice of size 6.

Theorem 3.3.10. [6, Theorem A] Let Q be a finite set of cardinality n and let H be an
almost simple primitive subgroup of Sym(Q) which is product indecomposable and not octal.

Then all members of Ogym(q) (H) are almost simple, product indecomposable, and not octal,
and setting U := F*(H), one of the following holds:

\Msym y(H)| = 1.

2.U = |MSym ( )’ 3, (U) = N ym(Q)(U) € MSym( )(U) NSym( )(U)
is tmnsztwe on /\/lsym a)(H) \ {Nsym o)(U)} and U is maximal in V, where K €
Msym@) (H)\{Ngym@)(U)} and V = F*(K). Further (U,V,n) is one of the following:

(a) (HS,Alt(m),15400), where m = 176 and n = (7).

(b) (G2(3),97(3),3159).
(c) (PSLa(q), My,n), where ¢ € {11,23}, n = ¢+ 1 and M,, is the Mathieu group of
degree n.

(d) (PSL2(17),Spg(2),136).

3. U = PSL3(4), n = 280, ‘Msym(g)( )| =4, Aut(U) = Nsym(Q)(U) € Msym(g)(U),
Nsym(Q)(U) is transitive on Mgym o)(U) \ {NSym o(U)} and K € Msym(Q)(H) \
{Ngym)(U)} is isomorphic to Aut(PSU4(3)).

4' U= SZ(Q); q= Qky n= q2(q2+1)/2; MSym(Q) (U) = {K1> KQ} where K; = NSym(Q)(VYz) =
Aut(V;), Vi = Alt(q® + 1), Va = Spyy.(2) and Ny )(U) = Aut(U) is mazimal in V;.

5. H= PSLQ(ll) n = 55 PGL2<11) = NSym(Q)( ) andMSym(Q)(H) = {NSym(Q)<H)aK7 Kt},

t € Ngym)(H) \ H, where K = Sym(11) and Ox(H) = {H < L <V < K}, with
L= M, and V= Alt(ll)

Remark 3.3.11. 1. In Case (1), since M (H) contains only one element, we deduce that
the lattice Ogyyy()(H) is not Boolean, unless it has rank 1.
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2. In Case (2) (a), all elements in Mgy, (o) (H) are maximal subgroups of Alt(£2). This is
because the permutation representations of Aut(HS) = HS.2 and of Sym(m) of degree
(”2””) are the natural permutation representations on the 2-sets of a set of cardinality m.
Since m = 176 is even, these permutation representations embed in Alt((%)) = Alt(Q),
see Lemma 3.3.8. From this, we deduce that Ogym ) (H) is not Boolean because Alt((2)
is the only maximal element of Ogyy(q)(H). When G = Alt(Q2), Og(H) has three
maximal elements and one of these maximal elements is Aut(H) = HS.2. If Og(H) is
Boolean, then it has rank 3 and hence Oggo(HS) is Boolean of rank 2: however this
is a contradiction because | Aut(HS): HS| = |HS.2: HS| = 2, see Lemma 3.3.5.

In Case (2) (b), the group Aut(Q7(3)) = Q7(3).2 has no faithful permutation represen-
tations of degree 3159. Since [Mgymq)(H)| = 3, we deduce Mgy, (q)(H) contains two
subgroups isomorphic to Q7(3) which are contained in Alt(€2) and Aut(U) = G2(3).2
which is not contained in Alt(Q) (the fact that G2(3).2 £ Alt(2) can be easily verified
with the computer algebra system MAGMA [19]). When G = Sym(f2), we obtain
that Og(H) is not Boolean. When G = Alt(2), we were not able to determine whether
O¢g(H) is Boolean, but if it is Boolean, then it has rank 2 having maximal elements
two subgroups isomorphic to Q7(3).

In Case (2) (¢) and n = 12, we see that M2 .2 does not admit a permutation repre-
sentation of degree 12. Therefore, as above, since |[Mgymq)(H)| = 3, we deduce that
Mgymq)(H) contains two subgroups isomorphic to M2 which are contained in Alt(€2)
and Aut(U) = PGLg(11) which is not contained in Alt(€2). Therefore, Ogymq)(H) is
not Boolean. When G = Alt(Q2), we have verified with the help of a computer that
O¢(H) is indeed Boolean of rank 2. In Case (2) (c¢) and n = 24, we see that Aut(May) =
May. Therefore, since |[Mgym)(H)| = 3, we deduce Mgy, o) (H) contains two sub-
groups isomorphic to Mag which are contained in Alt(£2) and Aut(U) = PGL2(23) which
is not contained in Alt(§2). Therefore, Ogym ) (H) is not Boolean. When G = Alt(£2),
we have verified with the help of a computer that Og(H) is indeed Boolean of rank 2.

In Case (2) (d), we see that Aut(Spg(2)) = Spg(2). Therefore, since | Mgy ) (H)| = 3,
we deduce that Mgy, (q)(H) contains two subgroups isomorphic to Spg(2) which are
contained in Alt(2) and Aut(U) = PGL2(17) which is not contained in Alt(£2). There-
fore, Ogym(q)(H) is not Boolean. When G = Alt(£2), we were not able to determine
whether Og(H) is Boolean, but if it is Boolean, then it has rank 2.

3. In Case (3), we use a computer to deal with this case. None of the four elements
in Mgym)(U) is contained in Alt(€2). Therefore, if Ogym)(H) is Boolean, then it
has rank 4. Moreover, the intersection of these four subgroups is H and we see that
|H : Ul = 2. As [Aut(PSL3(4)) : PSL3(4)| = 12, we deduce |[Ngyp)(U) : H| =6 =
2-3. Therefore Ong, o () (H) cannot be a rank 3 Boolean lattice (see Lemma 3.3.5),
contradicting the fact that we assumed Ogyp,(q)(H) to be Boolean. Assume then G' =
Alt(Q2). Define Mo := Nyjy(q)(U) and let My, Ma, M3 be the intersections with Alt(€2)
of the three maximal subgroups of Sym(€2) isomorphic to Aut(PSU4(3)). Assume that
Oale(o)(H) is Boolean. If H < My, then Oy q)(H) is Boolean of rank 4 and hence
O, (H) is Boolean of rank 3. However this is impossible because |[My : U] =6 =2 - 3.
Therefore H = Mo = Nyj4(0)(U). However this is another contradiction because My is
maximal in Alt(£2).

4. In Case (4), k is odd and hence H is a subgroup of Alt(£2). The action under consider-
ation arises using the standard 2-transitive action of Sz(q) of degree ¢ + 1. Now, the
action of degree ¢*(¢? +1)/2 is the action on the 2-sets of the set {1,...,¢*>+ 1}. Here,
Ky £ Alt(2) because ¢*+1 is odd, see Lemma 3.3.8. Moreover, Aut(Spy;(2)) = Spa;(2)
and Ky = V3, hence V5 < Alt(£2). From this we deduce that the maximal elements in
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Osym(e)(H) are K1 = Sym(q® 4+ 1) and Alt(Q2). However this lattice is not Boolean
because H # K1NAIt(Q) = V1 = Alt(¢2+1). When G = Alt(Q), the maximal elements
in Og(H) are V; = Alt(¢> +1) and Vi = Spy;,(2). Therefore, if Og(H) is Boolean, then
its rank is 2.

5. In Case (5), Ogym(q)(H) is not Boolean because Ok (H) is not Boolean. When G' =
Alt(Q), Oan(o)(H) contains two maximal elements V and V* both isomorphic to
Alt(11). Therefore, if Opyy11)(H) were Boolean, then Oy q)(H) would have rank
2. However this is not the case because Oy (H) = {H < M < V} and Oy = {H <
M' < V*'} with M = M" = My;. Therefore Opyq)(H) is not Boolean.

Corollary 3.3.12. Let H be an almost simple primitive subgroup of G which is product
indecomposable and not octal. If Og(H) is Boolean, then it has rank at most 2.

Proof. This follows from Theorem 3.3.10 and Remark 3.3.11. O

3.3.3 Boolean intervals Og(H) with H primitive

Lemma 3.3.13. Let M be a maximal subgroup of G of O’Nan-Scott type SD and let H be a
mazximal subgroup of M acting primitively on . Then M and H have the same socle.

Proof. This follows from [140, Theorem]| (using the notation in [140], applied with G; := M,
see also [140, Proposition 8.1]). O

Lemma 3.3.14. Let H be a primitive subgroup of G with Og(H) Boolean of rank . Suppose
that there exists a maximal element M € Og(H) of O’Nan-Scott type SD. Then ¢ < 2.

Proof. Let V' be the socle of M. From the structure of primitive groups of SD type, we
deduce V = T* and || = |T|*~!, for some non-abelian simple group 7 and for some integer
K> 2.

If £ = 1, then we have nothing to prove, therefore we suppose £ > 2 and we let M’ €
O¢(H) be a maximal element with M’ # M. Set H' := M NM’. Since Og(H) is Boolean, H’
is maximal in M and since H < H’', H' acts primitively on €. From Lemma 3.3.13 applied
with H there replaced by H’ here, we obtain that H’ has socle V. From the O’Nan-Scott
theorem and in particular from the structure of the socles of primitive groups, we deduce
that H' has type HS or SD, where the type HS can arise only when x = 2. Now, from [140,
Proposition 8.1], we obtain that either M’ is a primitive group of SD type having socle V,
or M' = Alt(Q2). In the first case, M’ = Ng(V) = M, which is a contradiction. Therefore
M’ = Alt(2). Thus G = Sym(Q2) and Alt(Q) and M are the only maximal members in
Oq(H). This gives { = 2. O

Lemma 3.3.15. Let M be a maximal subgroup of G of O’Nan-Scott type HA with socle V
and let H be a maximal subgroup of M acting primitively on Q2. Then either

1. V<H, or
2. 19| =8, G=Alt(Q), H=PSLy(7) and M = AGL3(2).

Proof. Here, n = |Q] = p?, for some prime number p and some positive integer d. The result
is clear when n < 4 and hence we suppose n > 5. In what follows, we assume V £ H and we
show that n =8, G = Alt(Q2), H = PSLy(7) and M = AGL3(2).

The maximality of H in M yields VH = M. Since VN H <(V,H) = M, we deduce
VN H =1, that is, H is a complement of V in M and hence H = M/V. Since Ngym ) (V) =
AGL4(p), we deduce M/V and H are isomorphic to GL4(p) or to an index 2 subgroup of
GLa(p).
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Since H acts primitively on 2, we deduce Z(H) =1 or Z(H) = H. Clearly, the second
case cannot arise here because M/V is non-abelian being n > 5. Suppose then Z(H) = 1.

If G = Sym(Q), then M/V = GL4(p) has trivial centre only when p = 2. It is easy to
verify (using the fact that GL4(2) is generated by transvections) that AGL4(2) is contained in
Alt(Q2), when d > 3. Thus M < Alt(Q2) < G, contradicting the hypothesis that M is maximal
in G. This shows that G = Alt(f2). In particular, when p = 2, we have M/V = GL4(2) and
when p > 2, M/V is isomorphic to a subgroup of GL4(p) having index 2.

Since GLg4(p) has centre of order p — 1 and since Z(H) = 1, we deduce that either
p=2or (p—1)/2 =1, that is, p € {2,3}. In both cases, a simple computation reveals
that M = ASL4(p) and hence H = M/V = SLyi(p). Observe that, when p = 3, d is odd
because 1 = |Z(H)| = |Z(SL4(3))| = ged(d,2). In particular, in both cases, H = M/V =
SL4(p) = PSL4(p) is a non-abelian simple group. Given w € Q, |H : H,| = p? is a power
of the prime p and hence, from [61, (3.1)], we deduce (d,p) = (3,2). Thus n = p? = 8,
H =~ SLy(2) = PSLy(7). 0

Lemma 3.3.16. Let H be a primitive subgroup of G with Og(H) Boolean of rank . Suppose
that there exists a maximal element M € Og(H) of O’Nan-Scott type HA. Then, every
mazimal element M' in Oq(H) with M' # M is either Alt(Q) or the stabilizer in G of a
reqular product structure on €.

Proof. If £ = 1, then we have nothing to prove, therefore we suppose that £ > 2 and we let
M’ € Og(H) be a maximal element of Og(H) with M’ # M. Set H' := M N M'. Since
O¢(H) is Boolean, H' is maximal in M and since H < H', H' acts primitively on Q. From
Lemma 3.3.15 applied with H replaced by H’, we obtain that either H' contains the socle
Vof M,orn =28, G=Alt(Q), H = PSLy(7) and M = AGL3(2). In the second case, a
computer computation reveals that the largest Boolean lattice Opjy(s)(H) with H primitive
has rank 2. Therefore, for the rest of the proof, we suppose V' < M’. In particular, M’
is a primitive permutation group containg an abelian regular subgroup. Thus M’ is one of
the groups classified in [85, Theorem 1.1]: we apply this classification here and the notation
therein.

Assume M’ is as in [85, Theorem 1.1 (1)], that is, M’ is a maximal primitive subgroup
of G of O’Nan-Scott type HA. Let V' be the socle of M’. From Lemma 3.3.15, we deduce
V' < M and hence VV' < H'. Since V < M and V' < M’, we deduce that VV' < H'. As
H' acts primitively on €, we deduce that V'V’ is the socle of H' and hence |[VV'| = |V].
Therefore V = V'. Thus M’ = Ng(V) = M, which is a contradiction. Therefore M’ is one
of the groups listed in [85, Theorem 1.1 (2)].

Suppose first that [ = 1 (the positive integer [ is defined in [85, Theorem 1.1]). An
inspection in the list in [85, Theorem 1.1 (2)] (using the maximality of M’ in G) yields

1. M’ =M1, n=11and G = Alt(Q2), or
2. M' = Mgz, n =23 and G = Alt(2), or

|

3. M' =2 Ng(PSLg(q')) for some integer d’ > 2 and some prime power ¢’ with n = p =
(@ =1)/(¢ = 1), or
4. M' = Alt(Q2) and G = Sym(Q).
A computer computation shows that in (1) and (2), M = Ng(V) < M’, which is a contra-
diction. Assume that M’ is as in (3). Write ¢/ = /*', for some prime number 7 and for some
positive integer ’. Then V is a Singer cycle in PGLy(¢'). As H = MNM' = Ng(V)NM' =
N (V), we obtain
V) = {d’n’, when Ngym(,) (PGLa () < G,
d/K,//Q, when NSym(p) (PGLd/(q/)) f G.
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We claim that d' is prime. If d’ is not prime, then d’ = djds, for some positive integers
di,ds > 1. Thus H' < Ng(PSLg, (¢’®)) < M’, contradicting the fact that H’ is maximal in
M’. Therefore, d’ is a prime number. Moreover, since H' is maximal in M and since M/V
is cyclic (of order p — 1 or (p — 1)/2), we deduce that s’ := |M : H'| is a prime number.

Let M" be a maximal element in Og(H) with M # M" # M’ and let H"” := M N M".
Arguing as in the previous paragraph (with M’ replaced by M"), M" cannot be as in (1) or
as in (2). Suppose that M" is as in (3). Thus M"” = N¢g(PSLg~(¢")) for some integer d” > 2
and some prime power ¢’ with n = p = (¢’ —1)/(¢" — 1). Write ¢’ = %", for some prime
number 7’ and for some positive integer x”. Arguing as in the previous paragraph, we obtain
that d’ and s” := |M : H”| are prime numbers. Now, M’ N M" acts primitively on Q with
n = |Q| = p prime and hence, from a result of Burnside, M’ N M" is either solvable (and
VaM' NM")or M'NM" is 2-transitive. In the first case, M N M' = Ny (V) > M'n M";
however, this contradicts the fact that Og(H) is Boolean. Therefore M’ N M" is 2-transitive
and non-solvable. From [76, Theorem 3|, we deduce that one of the following holds:

1. M'NnM" =PSLy(11) and n =p =11, or
2. M'NM" =M;j; and n=p =11, or
3. M'NM" =Mz and n =p =23, or
4. M'NM" <M and M' N M" <1 M".

The last case cannot arise because M’ N M" < (M', M") = G implies M’ N M" = 1, which
is a contradiction. Also none of the first three cases can arise here because p is not of the
form (¢* —1)/(¢’ — 1). This final contradiction shows that, if M” is a maximal element of
Oc(H) with M" ¢ {M, M'}, then M" = Alt(Q). Thus ¢ = 3, |Q| = p, G = Sym(Q2) and the
maximal elements in Og(H) are Alt(Q2), AGL;(p) and PT'Ly (¢').
Since M =2 AGLy(p), |H' : V| =d'x’ and |M : H'| = s’ is prime, we obtain
/q/d’fl -1

o1 P l=IMiVI=IMH|H V| = dd (33.1)

q

Suppose first that & = 2 and hence p = ¢’ + 1 = /% + 1. We get the equation r’* = 2s'x/
and hence 7 = 2. Therefore 28'~1 = ¢'k/. Therefore, s’ = 2 and hence 25'~2 = /. Thus
k' = 4 and hence n = p = 17. A computer computation shows that this case does not arise
because Alt(17) N AGL1(17) = AGL;(17) N PT'Ly(16). Suppose now d’' > 2.

Assume k' = 1. Then (3.3.1) yields s’ = 2 because p — 1 is even. A computation shows

that the equation
d'—1 1

/q :2d/

qg -1

has solution only when d’ = 3 and ¢’ = 2. Thus n = p = 7. A computer computation shows
that this case does not arise because Alt(7) NAGL;(7) < Alt(7) NPGL2(7). Therefore £’ > 1.
Now, we first show d’ # /. To this end, we argue by contradiction and we suppose d’ = r’.

Then, (3.3.1) yields

qilq/d’fl -1

.
r/ﬁ =SK. (332)
Since ¢//r' = "'~' and (¢'* ' —1)/(¢’ — 1) are relatively prime and since s’ is prime, we
have either ' = 7' or &' divides (¢4~ —1)/(¢’ —1). In the first case,

i/qld,_l -1

— =K
7./2 q’—l ?
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hence, for d' > 3, k' > (¢¥~1=1)/(¢ —1) > ¢’*> = v'*', which is impossible. It is not difficult
to observe that (3.3.2) is not satisfied also for d’ = 3. In the second case, &' > ¢/ /r’ = r'¥' 1,

which is possible only when £’ = 2. When «' = 2, (3.3.2) becomes

/(r/d—l _ 1)(7,/d—1 4 1)
r2 —1

/
r =25,

which has no solution with s’ prime. Therefore d’' # 7.
Since d’ is a prime number and since d # 7/, from Fermat’s little theorem we have

¢?"' =1 (mod d), that is, &’ divides ¢! — 1. If ¢ =1 (mod d'), then
_ q/d/ -1 _ood -1 rd’ —2 ’ _ !
p="—"=gq +q +-4+--+¢+1=0 (modd)

and hence p = d’, however this is clearly a contradiction because p > d’. Thus d’ does not
divide ¢’ — 1. This proves that d’ divides (¢'* ' —1)/(¢’ —1) and hence (¢'* 1 —=1)/d (¢ —1)
is an integer. From (3.3.1), we get

Qliqw_l -1 =KS
d'(q" —1) '

Since s’ is prime and ¢ > &/, this equality might admit a solution only when (¢'¢ ! —
1)/(d'(¢ —1)) =1, that is, ¢¢ ' —1 = d’(¢ — 1). This happens only when ¢’ = 2 and d’ = 3,
but this contradicts ' > 1.

For the rest of the argument we may suppose [ > 2. In particular, from [85, Theorem 1.1],
we obtain that either M’ = Alt(€2), or M’ is the stabilizer in G of a regular product structure
on €. Since this argument does not depend upon M’, the result follows. O

Lemma 3.3.17. Let M be a maximal subgroup of G of O’Nan-Scott type AS with M # Alt(Q2)
and let H be a mazimal subgroup of M acting primitively on Q. Then

1. M and H have the same socle, or
2. H has O’Nan-Scott type AS and the pair (H, M) appears in Tables 3-6 of [93], or
3. H has O’Nan-Scott type HA and the pair (H, M) appears in Table 2 of [140].

Proof. Suppose that H and M do not have the same socle. It follows from [140, Proposi-
tion 6.2] that either H has O’Nan-Scott type AS and the pair (H, M) appears in Tables 3-6
of [93], or H has O’Nan-Scott type HA and the pair (H, M) appears in Table 2 of [140]. O

Lemma 3.3.18. Let H be a primitive subgroup of G with Og(H) Boolean of rank £. Suppose
that there exists a maximal element M € Og(H) of O’Nan-Scott type AS with M # Alt(S2).
Then ¢ < 2.

Proof. If £ < 2, then we have nothing to prove, therefore we suppose ¢ > 3. Since M is a
maximal element in Og(H) of O’Nan-Scott type AS and M # Alt(Q2), from Lemma 3.3.16,
we deduce that no maximal element in Og(H) is of O’Nan-Scott type HA. Similarly, from
Lemma 3.3.14, no maximal element in Og(H) is of O’Nan-Scott type SD. As H acts primi-
tively on €2, all elements in Og(H) are primitive and hence, the maximal elements in Og(H)
have O’Nan-Scott type AS or PA. Since ¢ > 3, we let M’ € Og(H) be a maximal element
with Alt(Q2) # M’ # M. Moreover, we let M” be any maximal element in Og(H) with
M#M"# M. Set H := M NM' and H” := M N M' N M". See Figure 3.3.

Since O¢(H) is Boolean, H' is maximal in M and hence we are in the position to apply
Lemma 3.3.17 with H there replaced by H' here. We discuss the three possibilities in turn.
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Figure 3.3: The Boolean lattice in the proof of Lemma 3.3.18

Suppose first that H’ has O’Nan-Scott type HA and let V’ be the socle of H'. Since
in Og(H) there are no maximal members of HA type, Ng(V’) is not a maximal subgroup
of G. It follows from [93, Theorem| that n € {7,11,17,23} and G = Alt(2). A computer
computation shows that none of these cases gives rise to a Boolean lattice of rank 3 or larger.

Suppose now that H" and M have the same socle, or that the pair (H', M) appears in
Tables 3-6 of [93]. In these cases, H' has O’Nan-Scott type AS. Since O (H) is Boolean, H”

is maximal in H’ and hence, from Lemma 3.3.17, either
e H" and H' have the same socle,
e or H"” has O’Nan-Scott type AS and the pair (H”, H') appears in Tables 3-6 of [93],
e or H” has O’Nan-Scott type HA and the pair (H”, H') appears in Table 2 of [140].

Suppose first that H” has O’Nan-Scott type HA and let V" be the socle of H”. Since in
O¢(H) there are no maximal members of HA type, N (V") is not a maximal subgroup of
G, as above. It follows from [93, Theorem| that n € {7,11,17,23} and G = Alt(2). The
same computer computation as above shows that none of these cases gives rise to a Boolean
lattice of rank 3 or larger. Therefore, H” has O’Nan-Scott type AS.

As Og(H") has rank 3 and H” has type AS, Corollary 3.3.12 implies that H” is either
product decomposable or octal. If H” is octal, then n = 8 and H” = PSLy(7), however the
largest Boolean lattice containing H” has rank 2. Thus H” is product decomposable.

From [93, Table II], one of the following holds:

1. n =36, H" = Alt(6).2,
2. n= 144, H'" = M12.2,
3. n=q*(¢* - 1)?/4 and F*(H") = Sp,(q), where q > 2 is even.

When n = 144 and H” = M;5.2, we see that H' cannot have the same socle as H” because
H" = Aut(M;2) and hence (H”, H') is one of the pairs in Tables 3-6 of [93]. However, there
is no such pair satisfying n = 144 and F*(H") = Ms. When n = 36 and H"” = Alt(6).2, we
see with a computer computation that Ngym(36)(H"”) = H” and hence H' cannot have the
same socle as H”. Therefore (H”, H') is one of the pairs in Tables 3-6 of [93]. However, there
is no such pair satisfying n = 36 and F*(H") = Alt(6). Finally, suppose n = ¢*(¢> — 1)?/4
and F*(H") = Sp4(q), where ¢ > 2 is even. Since there is no pair (H”, H') in Tables 3-6
of [93] satisfying these conditions for n and F*(H") as above, we deduce that H” and H’
have the same socle. Therefore F*(H') = Spy(q), with ¢ > 2 even.

Summing up, we have two inclusions H' < M and H' < M’, with H' maximal in both M
and M’, with F*(H') = Sp,(q) and with n = ¢*(¢> —1)?/4. Using again Tables 3-6 of [93], we
deduce that both M and M’ must have the same socle of H'. However, this is a contradiction
because G = (M, M") < Ng(F*(H')). O
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Corollary 3.3.19. Let H be a primitive subgroup of G with Og(H) Boolean of rank ¢ > 3
and let Gy, ...,Gy be the mazimal members in Og(H). Then one of the following holds:

1. n=|Q| is odd. For everyi € {1,...,0}, there exists a non-trivial regular product struc-
ture F; with G; = Ng(F;); moreover, relabeling the index set {1,...,0} if necessary,
Fi1 < < F.

2. n = |Q| is odd and G = Sym(Q2). Relabeling the index set {1,...,¢} if necessary,
Gy = Alt(Q), for every i € {1,...,0 — 1}, there exists a non-trivial regular product
structure F; with G; = Ng(F;); moreover, relabeling the index set {1,...,0 — 1} if
necessary, F1 < --- < Fo_1.

3. n = |Q] is an odd prime power. Relabeling the index set {1,...,L} if necessary, Gy is
mazximal subgroup of O’Nan-Scott type HA, for every i € {1,...,£ — 1}, there exists
a non-trivial regular product structure F; with G; = Ng(F;); moreover, relabeling the
index set {1,..., 0 — 1} if necessary, F1 < --- < Fy_1.

4. n = |Q| is an odd prime power and G = Sym(2). Relabeling the index set {1,..., ¢}
if necessary, Gy = Alt(Q) and Gy—1 is a mazimal subgroup of O’Nan-Scott type HA,

for every i € {1,...,0 — 2}, there exists a non-trivial regular product structure F; with
G; = Ng(F;); moreover, relabeling the index set {1,...,¢—2} if necessary, F1 < --- <
Fo_o.

Proof. As ¢ > 3, from Lemmas 3.3.14, 3.3.16 and 3.3.18, all the elements in {G1,..., G/} are
stabilizers of regular product structures, except possibly that one of these elements might
be Alt(£2) or a maximal subgroup of type HA. Relabelling the index set {1,...,¢}, suppose
that {G1,..., G} are stabilizers of regular product structures, that is, G; := Ng(F;). Thus
k>0 —2.

Observe that, for every i,5 € {1,...,s} with ¢ # j, G; N G; is a maximal subgroup of
both G; and G;. It follows from [6, Section 5] that either F; < F; or F; < F;. Therefore
{Fi1,...,Fs} forms a chain. Relabeling the index set {1,...,x} if necessary, we may suppose
Fi< Fo <o < Fpg.

Assume that F; is a regular (m;, k;)-product structure. Since F; < F;1, there exists an
integer s; > 1 with m; = mf}H and kjy1 = kjs;. From [6, (5.12)], Og(NG(.FL) ﬂNg(]:H_l)) is
Boolean of rank 2 only when

(f) mjq1 is odd, or s; =2 and m;4+1 =2 (mod 4).

Suppose that k > 3. Applying the previous paragraph with ¢ := k — 1, we deduce that,

if m, is even, then s,_1 = 2 and m, = 2 (mod 4). In turn, since m,_1 = ms"""' is even, we
have s,_9 = 2 and m,_1 = 2 (mod 4). However, m,_1 = my*"' =0 (mod 4), contradicting

the fact that my—1 =2 (mod 4). Therefore, when « > 3, m; is odd, for every i € {1,...,k},
that is, n = || is odd. In particular, when k = ¢, we obtain part (1).

Suppose that G = Sym(Q2), K = £ — 1 and G, = Alt(Q2). If |Q] is odd, we obtain part (2).
Suppose then n = || is even. In particular, kK = ¢ — 1 < 2 and hence ¢ = 3. Clearly, my is
even and hence (f) applied with i = 1 yields s; = 2. Thus m; = m3' = m3 = 0 (mod 4).
Lemma 3.3.4 (2) yields G; < Alt(§2) = G, which is a contradiction.

Suppose that kK = ¢ — 1 and Gy is a primitive group of HA type. If || is odd, we obtain
part (3). Suppose then n = |Q| is even, that is, n = 2%, for some positive integer d > 3. In
particular, K = £ — 1 < 2 and hence ¢ = 3. Clearly, mg is even and hence (}) applied with
i = 1 yields mg = 2 (mod 4). Therefore my = 2, however this contradicts the fact that in a
regular (m, k)-product struction we must have m > 5.

Finally suppose that k = ¢ —2, G = Sym(Q2), Gy = Alt(Q) and Gy_1 is a primitive group
of HA type. If |©2] is even, then || = 29 for some d > 3. As Gy = AGL4(2) < Alt(Q) = Gs,
we obtain a contradiction. Therefore |©2] is odd and we obtain (4). O
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3.3.4 Boolean intervals containing a maximal imprimitive subgroup

The scope of this section is to gather some information on Boolean lattices Og(H) containing
a maximal element that is imprimitive. Our main tool in this task is a result of Aschbacher
and Shareshian [8, Theorem 5.2].

Hypothesis 3.3.20. Let G be either Sym(2) or Alt(£2) with n := ||, let £ be a non-trivial
regular partition, let G; := Ng(X), let G2 be a maximal subgroup of G distinct from Alt(£2)
and let H := G1 N G9. Assume that

e Oq(H) is a Boolean lattice of rank 2 with maximal elements M; and M, and
e H acts transitively on €.

Theorem 3.3.21. [8, Theorem 5.2] Assume Hypothesis 3.3.20. Then one of the following
holds:

1. For every i € {1,2}, there exists a non-trivial reqular partition ¥; with G; = Ng(Z;);
moreover, for some i € {1,2}, ¥; < Xs_;. Further, n > 8 and, if n = 8, then
G = Sym(Q).

2. G = Alt(Q), n = 2°T! for some positive integer a > 1, Go is an affine primitive group,
V =F*(G2) < H, Vx, is a hyperplane of V, the elements of 3 are the two orbits of Vx
on , and H =Ng,(Vx).

3. G =Alt(Q), n =0 (mod 4), n > 8 and, for every i € {1,2}, there exists a non-trivial
reqular partition X; such that
(a) Gi=Ng(X),
(b) X1 and Xy are lattice complements in the poset of partitions of Q, and

(c) one of X1, X9 is (2,n/2)-reqular and the other is (n/2,2)-reqular.

(Observe that two partitions ¥; and g of Q are lattice complements if, the smallest
partition ¥ of Q with ¥; < ¥ and X3 < ¥ and the largest partition ¥/ of Q with ¥/ < ¥
and Y/ < Y5 are the two trivial partitions of Q. Futher V5 denote the poitwise stabilizer of
YinV.)

Hypothesis 3.3.22. Let G be either Sym(€2) or Alt(2) with n := |Q], let ¥ be a non-trivial
regular partition, let G; := Ng(X), let G2 and G3 be maximal subgroups of G and let
H := G1 NGy N G3. Assume that

e O¢(H) is a Boolean lattice of rank 3 with maximal elements G, Gy and G3, and
e H acts transitively on €.
Theorem 3.3.23. Assume Hypothesis 3.3.22. Then one of the following holds:

1. For everyi € {1,2,3}, there exists a non-trivial reqular partition ¥; with G; = Ng(X;);
moreover, relabeling the index set {1,2,3} if necessary, ¥ < Yo < X3.

2. G = Sym(Q). Relabeling the index set {1,2,3} if necessary, Gs = Alt(Q) and, for every
i € {1,2}, there exists a non-trivial reqular partition ¥; with G; = Ng(2;), moreover,
for some i € {1,2}, ¥; < ¥3_;.

3. G = Alt(Q), |2 = 8 and the Boolean lattice Og(H) is in Figure 3.2.
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Proof. If none of G1, Gy and G3 is Alt(Q2) and if G = Sym(£2), then the result follows directly
from Theorem 3.3.21 and we obtain (1). Suppose G = Sym(2) and one of G or G5 is Alt(2).
Without loss of generality we may assume that G3 = Alt(€2). Now, the result follows directly
from Theorem 3.3.21 applied to {G1,G2}; we obtain (2).

It remains to consider the case G = Alt(2). In particular, we may apply Theorem 3.3.21
to the pairs {G1, G2} and {G1,G3}. Relabeling the index set {1, 2,3} if necessary, we have
to consider in turn one of the following cases:

case A Theorem 3.3.21 part (1) holds for both pairs {G1, G2} and {G1, G3};

case B Theorem 3.3.21 part (1) holds for {G;, G2} and Theorem 3.3.21 part (2) holds for
{G1,G3ls

case C Theorem 3.3.21 part (1) holds for {G1, G2} and Theorem 3.3.21 part (3) holds for
{Gla G3}a

case D Theorem 3.3.21 part (2) holds for both pairs {G1, G2} and {G1,G3};

case E Theorem 3.3.21 part (2) holds for {G1, G2} and Theorem 3.3.21 part (3) holds for
{G1,Gs}s

case F Theorem 3.3.21 part (3) holds for both pairs {G1, G2} and {G1, Gs}.

CASE A: In particular, G5 and G3 are stabilizers of non-trivial regular partitions and hence
we are in the position to apply Theorem 3.3.21 also to the pair {G2, G3}. It is not hard to see
that Theorem 3.3.21 part (1) holds for {G2, G3} and that the conclusion (1) in the statement
of Theorem 3.3.23 holds.

CASE B: Since G is the stabilizer of a non-trivial regular partition and since {Gi,G3}
satisfies Theorem 3.3.21 part (2), we deduce that G3 is an affine primitive group and ¥ is
an (n/2,2)-regular partition.

Since G is the stabilizer of the non-trivial regular partition X2, we deduce that we may
apply Theorem 3.3.21 to the pair {G2,Gs}. In particular, as G3 is primitive, Theorem 3.3.21
part (2) must hold for {G2, G3} and hence G is the stabilizer of an (n/2, 2)-regular partition.
However, this contradicts the fact that {G1, G2} satisfies Theorem 3.3.21 part (1), that is,
Y1 < Yo or Yo < Y.

CAseE C: We have either

(a) X1 < X9, ¥4 is a (2,n/2)-regular partition, X3 is a (n/2,2)-regular partition and X, X3
are lattice complements, or

(b) X2 < ¥4, Xy is a (n/2, 2)-regular partition, X3 is a (2,n/2)-regular partition and ¥, X3
are lattice complements.

In case (b), ¥ < ¥ and hence ¥ is a refinement of ¥o; however, as 3 is a (n/2, 2)-regular
partition, this is not possible. Therefore, case (b) does not arise. As G5 and G35 are stabilizers
of non-trivial regular partitions of €2, we are in the position to apply Theorem 3.3.21 also to
the pair {G2,Gs}. If Theorem 3.3.21 part (1) holds for {G2,G3}, then either ¥y < X3 or
Y3 < Y. However, both possibilities lead to a contradiction. Indeed, if 39 < ¥3 and (a)
holds, then 31 < Yo < X3, contradicting the fact that X; and Y3 are lattice complements.
The argument when Y3 < Y9 is analogous. Similarly, if Theorem 3.3.21 part (3) holds for
{G2,G3}, then ¥y and X3 are lattice complements and either

(a)’ Xy is a (2,n/2)-regular partition and X3 is a (n/2,2)-regular partition, or

(b)’ X9 is a (n/2,2)-regular partition and X3 is a (2,n/2)-regular partition.
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However, an easy case-by-case analysis shows that (a)’ and (b)’ are incompatible with (a).

CASE D: In particular, Go and (3 are both primitive groups of affine type. Let Vo be the
socle of G2 and let V3 be the socle of G3. From Lemma 3.3.7 applied to Og(G2 N G3), we
deduce that either G2 N G is primitive, or G = Alt(2), |2| = 8 and G2 N G35 is the stabilizer
of a (2,4)-regular partition. In the latter case, we see with a direct computation that part (3)
holds. Suppose then that G2 NGy is primitive. From Lemma 3.3.15 applied to the inclusions
G2 NGy < Go and Gy N G3 < G, we deduce that either

(a)” G2 N Gs, Gy and G have the same socle, or
(b)” n=8 GaNG3= PSL2(7) and G, 2 G3 = AGL3(2).

In the former case, we have Vo = V3 and hence G2 = Ng(V2) = N¢(V3) = G, contradicting
the fact that G2 # G3. In the latter case, we have checked with the invaluable help of the
computer algebra system MAGMA  [19] that Oy s)(PSL2(7)) = {PSLa(7) < AGL3(2) <
Alt(8)}, contradicting the fact that it is a Boolean lattice.

CAsE E: In this case, ¥ is a (n/2, 2)-regular partition, X3 is a (2,n/2)-regular partition and
Y1, X3 are lattice complements. As G3 is the stabilizer of a non-trivial regular partition,
we are in the position to apply Theorem 3.3.21 to the pair {Ga,Gs}. As Gy is primitive,
we see that Theorem 3.3.21 part (2) holds for {G2,G3} and hence X3 is a (n/2,2)-regular
partition, which implies (n/2,2) = (2,n/2), that is, n = 4. However this contradicts a > 1
in Theorem 3.3.21 part (2).

Case F: In particular, both ¥9 and X3 are either (n/2,2)-regular partitions or (2,n/2)-
regular partitions. As G2 and G3 are stabilizers of non-trivial regular partitions, we may
apply Theorem 3.3.21 also to the pair {G2,G3}. Clearly, none of parts (1), (2) and (3) in
Theorem 3.3.21 holds for {G2, G}, which is a contradiction. O

Corollary 3.3.24. Let H be a transitive subgroup of G and suppose that Og(H) is Boolean
of rank £ > 3 and that Og(H) contains a mazimal element which is imprimitive. Let
{G1,...,Gy} be the maximal elements of Oq(H). Then one of the following holds:

1. For every i € {1,...,0}, there exists a non-trivial regular partition ¥; with G; =
N¢(X;); moreover, relabeling the index set {1,... 0} if necessary, 31 < -+ < Xy.

2. G = Sym(Q). Relabeling the indexed set {1,...,L} if necessary, Gy = Alt(QY), for every
i€ {l,...,0—1}, there exists a non-trivial reqular partition ¥; with G; = Ng(%;), and
Y < < X

3. G =Alt(Q), | =8, £ =3 and the Boolean lattice Og(H) is in Figure 3.2.

Proof. 1t follows arguing inductively on ¢; the base case £ = 3 is Theorem 3.3.23. 0

3.3.5 Boolean intervals containing a maximal intransitive subgroup

The scope of this section is to gather some information on Boolean lattices Og(H) containing
a maximal element that is intransitive. Some of the material in this section can be also traced
back to the PhD thesis [14].

Hypothesis 3.3.25. Let G be either Sym(2) or Alt(Q2) with n := |Q], let T" be a subset
of @ with 1 < |T'| < |9|/2, let Gy := Ng(T'), let G2 be a maximal subgroup of G and let
H := G1 N Gy. Assume that Og(H) is Boolean of rank 2 with maximal elements G and Gs.

Theorem 3.3.26. Assume Hypothesis 3.3.25. Then one of the following holds:

1. G =Sym(Q) and Gy = Alt(Q2).
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2. Ga is an imprimitive subgroup having I' as a block of imprimitivity.
3. G=Alt(Q), n=7, |I'| =3 and G = SL3(2) acts primitively on 2.
4. |T| =1 and one of the following holds:

(a) G =Alt(Q), Go = AGL4(2) with d > 3;

(b) G = Alt(Q), G2 = Spy,,,(2) and |Q] € {2m~1(2™ +1),2m~ 1 (2™ —1)};
(c) G=Al(Q), Ga =2 HS and || = 176;

(d) G =Alt(Q), Gy = Coz and || = 276;

(e) G =Alt(Q), Gy =My and | = 12;

(f) G =Alt(Q), G2 = May and |Q] = 24;

(g) G =Sym(Q2), Ga = PGLy(p) with p prime and |Q| =p+ 1;

(h) G = Alt(2), G2 = PSLy(p) with p prime and |Q] = p + 1.

Proof. Suppose that Go is intransitive. Thus G2 = G N (Sym(I”) x Sym(2\ I')), for some
subset IV C Q with 1 < |[I| < |€2]/2. In particular,

H=G1NGy=GN (Sym(I'NT') x Sym(I" \ I') x Sym(T’ \T') x Sym(QuU (I"U M)).
Thus H is contained in

e GN(Sym(I'NT’) x Sym(Q\ (' NTY))),

)

(Sym( )
e GN(Sym(I'\TY) x Sym(Q\ (I'\ T)))
e GN(Sym(I"\T) x Sym(Q\ (I"\ TI))),
e GN(Sym(IUTY) x Sym(Q\ (TUTY))).

Since the only overgroups of H are H, G1, G5 and G, each of the previous four subgroups must
be one of H, G1, G2 and G. This immediately implies G = GN(Sym(I'NIY) x Sym(Q\ (I'NIl))),
that is, ' NI" = @. However, G N (Sym(I' UT”) x Sym(2\ (I' UT"))) is neither H, nor Gy,
nor G, nor G, because 1 < ||, [IV| < [2]/2.

Suppose that Gg is imprimitive. In particular, Go is the stabilizer of a non-trivial (a, b)-
regular partition of 2, that is, Go is the stabilizer of a partition 39 := {X1,..., X} of the
set ) into b parts each having cardinality a, for some positive integers a and b with a,b > 2.
Thus

G2 = Ng(Z2) and Ny (o) (X2) = Sym(a)wr Sym(b).

The group H = G1 N Gs is intransitive. Since G is the only proper overgroup of H that is
intransitive, we deduce that H has only two orbits on , namely I' and 2\ I'. From this it
follows that, for every i € {1,...,b}, either X; CT or X; C Q\T. Let ¥4 :={X € 35 | X C
I'} and X5 := {X € X9 | X C Q\ T'}. Therefore
H=GiNnGy=GnN (NSym(F) (2/2) X NSym(Q\F) (2/2/»7
NSym(F) (2/2) = Sym(a)wr Sym(bl)a
NSym(Q\F) (2/2/) = Sym(a)wr Sym(bQ)a

where by is the number of parts in X4 and by is the number of parts in Xf. Therefore, H is
contained in subgroups isomorphic to

(T) GnN (Sym(r) X NSym(Q\F) (2,2/)) and GN (NSym(F) (2/2) X Sym(Q \ F))
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H=GiNGy

Sym(T") K, = Sym(Q2\T)

I
s

KiNKy=1
Figure 3.4: Structure of H = G; N G2

Since H and (1 are the only intransitive overgroup of H, we deduce that the two subgroups
in () are H or G1. However this happens if and only if by = 1. In other words, this happens
if and only if I' € ¥ and we obtain part (2).

Suppose that G4 is primitive. We divide our analysis in various cases.
CAsE 1: |[I'| > 3, or [I'| =2 and G = Sym(f2).
Now, H = G1 N G2 is a maximal subgroup of G;. Moreover, G; = Sym(I") x Sym(Q2\ I')
when G = Sym(Q2) and G = Alt(Q2) N (Sym(T") x Sym(2\T')) when G = Alt(2). Consider
7o : G1 — Sym(I') and 7, : G1 — Sym(Q2 \ I') the natural projections. Oberve that these
projections are surjective.

Assume 7,(G1 N G2) is a proper subgroup of Sym(I'). Then, from the maximality of
G1 N Gy in G, we have

GiNGy=GnN (ﬂ'a(Gl N Gg) X Sym(Q \ F))

As |Q\T| > 3, we deduce that G; N G2 contains a 2-cycle or a 3-cycle. In particular, the
primitive group G2 contains a 2-cycle or a 3-cycle. By a celebrated result of Jordan [48,
Theorem 3.3A], we obtain Alt(2) < G3. Thus G = Sym(Q2) and G = Alt(2) and we obtain
part (1). Suppose then 7,(G1 N G2) = Sym(I") and let K, := Ker(m,) N G1 N Ga.

If m,(G1NG2) is a proper subgroup of Sym(Q\I"), using the same argument of the previous
paragraph we obtain part (1).

Suppose then m,(G1 N Ga) = Sym(Q \ ') and let K} := Ker(m,) N G1 N Ga. In the rest of
the proof of this case the reader might find useful to see Figure 3.4.

Now, K, K} is a subgroup of G1 NGz, moreover (G1NG2)/(K,K}) is an epimorphic image
of both Sym(I') and Sym(Q2 \ I'). Assume |2\ I'| > 5. Then the only epimorphic image
of both Sym(T") and Sym(Q \ I') is either the identity group or the cyclic group of order 2.
Therefore |G1 N Gy : K,Kp| < 2. Moreover, K, K,/ Ky = K, /(K, N Kp) = K, is isomorphic
to either Alt(Q\ T') or to Sym(22\ I'). In both cases, Alt(Q2\T') < K, < G2 and hence G,
contains a 3-cycle. As above, this implies G = Sym(Q2) and G = Alt(2) and part (1) holds.
Assume [Q\T'| <4. As 1 < |I'| < [9]/2, we deduce |©2| < 7. When |I'| = 3, we obtain |Q] =7
and we can verify with a direct analysis that part (1) holds when G = Sym(2) and part (3)
holds when G = Alt(f2). Finally, if |T'| = 2, we have || € {5,6} and G = Sym(Q2). A direct
inspection in each of these cases reveals that every maximal subgroup of G contains either
a 2-cycle or a 3-cycles. Therefore G = Alt(€2) and part (1) holds.

CaAsk 2: |I'| =2 and G = Alt(Q).
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In this case, G1 = Alt(Q2) N (Sym(T") x Sym(Q2\T')) = Sym(2\TI).

Assume that H = G1NG2 acts intransitively on Q\I" and let A be one of its smallest orbits.
In particular, H fixes setwise I', A and ©Q \ (' U A). Now, Alt(Q2) N (Sym(I' U A) x Sym(€2 \
(" UA))) is a proper overgroup of H which is intransitive and is different from Gy, which is
a contradiction. Therefore H acts transitively on Q \ I'. Suppose that H acts imprimitively
on Q\I'. Since H is maximal in G; = Sym(Q \ I'), we deduce H = N¢, (X), where ¥ is a
non-trivial (a, b)-regular partition of 2\ I'. If @ > 3, then H contains a 3-cycle and hence so
does Ga. Since G is primitive, we deduce from [48, Theorem 3.3A] that Gy = Alt(2) = G,
which is a contradiction. If a = 2, then H contains a permutation that is the product of
two disjoint transpositions. Since G is primitive, we deduce from [48, Theorem 3.3D and
Example 3.3.1] that either Go = Alt(Q2) = G or |©2] < 8. The first possibility is clearly
impossible and hence || € {6,8}. However, a computation in Alt(6) and in Alt(8) reveals
that no case arises. Therefore H acts primitively on Q\ T

Let ' = {v,7'}. As|I'| = 2, the group (G1NG2)y = H, has index at most 2in G1NGy = H
and hence Hy, < H. Since H acts primitively on Q\ I and H, < H, H, acts transitively on
Q\ T or Hy is trivial. The second possibility is clearly a contradiction because it implies
|H| = 2 and hence |Q2] = 4. Thus H, acts transitively on 2\ I" and the orbits of H, on Q
are {v},{7'},Q\ I and have cardinality 1,1, || — 2. Since G5 is primitive and not regular,
from Lemma 3.3.9, we deduce that + is the only fixed point of (G2),. Since H is a subgroup
of (G2)~ from the cardinality of the orbits of H,, we deduce that (G2), acts transitively on
Q\ {7}, that is, G is 2-transitive. Similarly, since H, < (G2), N (G2)4/, we deduce also that
G9 is 3-transitive.

From the classification of the finite 3-transitive groups, we deduce that

1. G equals the Mathieu group M,, and n = |Q| € {11,12,22,23,24}, or
2. Gy = My and |Q] =12, or
3. F*(Gs) = PSLy(q) and || = ¢ + 1.

Using this information, a computation with the computer algebra system MAGMA shows
that the cases (1) and (2) do not arise because Og(H ) is not Boolean of rank 2. In case (3),
from the structure of PSLs(q), we deduce that G1 N Gq is solvable and hence G; N G2 is a
solvable group acting primitively on |2| — 2 points. This yields that ¢ — 1 is a prime power,
say ¢ — 1 = 2¥, for some prime  and for some positive integer y. Write ¢ = p/, for some
prime power p and some positive integer f. Since pf — 1 is a power of a prime, we deduce
that p/ — 1 has no primitive prime divisors. Zsigmondy’s theorem 1.3.2 yields

(a) f=1l,z=2andqg—1=2Y or
(b) g=9,z=2and y=3or
(c) p=2, fis prime and ¢ — 1 = 27 — 1 = 2 is a prime.

We can now refine further our argument above. Indeed, recall that G; N G2 is a maximal
subgroup of G; = Sym(Q\TI'). Since G1 NG is solvable, we deduce that G; NGy is isomorphic
to the general linear group AGLy(z) and hence |G N G2| = 2Y|GLy(x)| = (¢ — 1)|GLy(2)|.
Since G = Npj(g+1)(PSL2(g)) and | Aut(PSLa(q))| = fq(¢* — 1), we deduce that |Gy N Go
divides 2f(q — 1). Therefore |GLy(x)| divides 2f. Cases (a) and (b) are readily seen to
be impossible and in case (c) we have |GL;(z)| = 2/ — 2 = 2(2/~1 — 1) divides 2f, which
is possible only when f = 3. A computation reveals that in this latter case Og(H) has 5
elements and hence it is not Boolean.

Case 3: |I'| =1.
We assume that the conclusion in part (1) of this lemma does not hold and hence G3 is a
primitive subgroup of G with Alt(Q2) £ Go.
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Assume that H = G1NG2 acts intransitively on Q\I" and let A be one of its smallest orbits.
In particular, H fixes setwise I', A and 2\ (I' U A). Now, Alt(2) N (Sym(I' U A) x Sym(£2\
("' U A))) is a proper overgroup of H which is intransitive and is different from G, which is
a contradiction. Therefore H acts transitively on © \ I'. Suppose that H acts imprimitively
on Q\I'. Since H is maximal in G; = Sym(Q2 \ I'), we deduce H = N¢, (X), where ¥ is a
non-trivial (a,b)-regular partition of 2\ I'. If @ > 3, then H contains a 3-cycle and hence so
does G2. Since Gy is primitive, we deduce from [48, Theorem 3.3A] that Alt(Q2) < G2, which
is a contradiction. If ¢ = 2, then H contains a permutation that is the product of two disjoint
transpositions. Since Gy is primitive, we deduce from [48, Theorem 3.3D and Example 3.3.1]
that either Alt(Q) < Gy or |Q2] < 8. The first possibility is clearly impossible. In the second
case, as a = 2, we have that |Q \ T'| is even and hence |Q| € {5,7}. However, a computation
in Alt(5), Sym(5), Alt(7) and Sym(7) reveals that no case arises. Therefore

H acts primitively on Q\ T".

In particular, G is 2-transitive on 2. One of the first main applications on the Classifica-
tion of the Finite Simple Groups is the classification of the finite 2-transitive groups, see [32].
These groups are either affine or almost simple. For the rest of the proof we go through this
classification to investigate Go further; we assume that the reader is broadly familiar with
this classification and for this part we refer the reader to Section 7.7 in [48].

CASE 3A: (G5 is affine.

Since G is a maximal subgroup of G, we deduce that G2 = G N AGL4(p), for some prime
number p and some positive integer d. Now, G1 NGy = GNGLy(p) and the action of G; NGy
on Q\ T' is permutation isomorphic to the natural action of a certain subgroup of index at
most 2 of the linear group GL4(p) acting on the non-zero vectors of a d-dimensional vector
space over the field with p-elements. Clearly, this action is primitive if and only if d = 1 and
p — 1 is prime, or p = 2. Indeed, if V' is the d-dimensional vector space over the field IF,
with p elements, then GL4(p) preserves the partition {{av | a € Fp,a # 0} | v € V,v # 0} of
V' \ {0}. This partition is the trivial partition only when p =2 or d = 1. When d = 1, the
group GLj(p) is cyclic of order p — 1 and it acts primitively on V' \ {0} if and only if p — 1
is a prime number. Since the only two consecutive primes are 2 and 3, in the latter case we
obtain |2| = 3 and no case arises here. Thus p = 2.

If d < 2, then Alt(Q2) < Go, which is a contradiction. Therefore d > 3. With a compu-
tation (using the fact that GL4(2) is generated by transvectoins for example) we see that,
when d > 3, the group AGL4(2) consists of even permutations and hence AGL4(2) < Alt(2).
This implies G = Alt(€2) and we obtain one of the examples stated in the theorem, namely
part (4) (a).

CASE 3B: Go = Sp,,,(2) and || =2™71(2™ + 1) or Q] = 2™~ 1(2™ - 1).

The group G7 N Gy is isomorphic to either OF (2) or to O, (2) depending on whether
Q] = 2m=1(2m+1) or || = 2™71 (2™ —1). Since G5 is a simple group, we deduce Gy < Alt(£2)
and hence G = Alt(£2). We obtain part (4) (b).

CASE 3C: F*(G2) 2 PSUs(q) and |Q] = ¢ + 1.

Let ¢ = p/, for some prime number p and for some positive integer f. Observe that G; NGy is
solvable, it is a maximal subgroup of G and it acts primitively on Q\I'. From this we deduce
that G1 N Gy is isomorphic to G N AGL3¢(p). Since | Aut(PSUs(q))| = 2f(¢* + 1)¢*(¢*> — 1)
and || = ¢® + 1, we deduce that G1 N Gy has order a divisor of 2f¢3(¢?> — 1). Therefore
|AGL3(p)| = ¢*|GL3(p)| divides 4 fq(q*—1) (observe that the extra “2” in front of 2 f¢3(¢%—
1) takes in account the case that G = Alt(Q2) and G N AGL3¢(p) has index 2 in AGL3¢(p)).
Therefore |GLsy(p)| divides 4f(q? — 1). However the inequality |GL3(p)| < 4f(p* — 1) is
never satisfied.

CaASE 3D: F*(Ga) = Sz(q), ¢ = 2/ for some odd positive integer f > 3 and |Q] = ¢* + 1.
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Since Aut(Sz(q)) = Sz(q).f and since f is odd, we deduce Ga2 < Alt(f2). In particular,
G = Alt(Q2). As in the case above, G1 N Gy is solvable, G; N G2 is a maximal subgroup of G
and G N G9 acts primitively on Q \ I'. From this we deduce that G; N Gy is isomorphic to
GNAGLgs(2). Since | Aut(Sz(q))| = f(¢*+1)¢*(¢—1) and |Q| = ¢>+1, we deduce that G1NG>
has order a divisor of fq?(q — 1). Therefore |AGLyf(2)| = ¢*|GLoy(2)| divides 4f¢*(q — 1).
Therefore |GLgy(2)| divides 4f(q—1). However the inequality |GLas(2)| < 4f(2f —1) is never
satisfied.

CASE 3E: F*(G2) = Ree(q), ¢ = 3/ for some odd positive integer f > 1 and |Q| = ¢> + 1.
Since Aut(Ree(q)) = Ree(q).f and since f is odd, we deduce Gy < Alt(€2). In particular,
G = Alt(2). As in the case above, G1 N Gy is solvable, G1 N G2 is a maximal subgroup of
G1 and G; N G2 acts primitively on Q \ I'. From this we deduce that G; N Gy is isomorphic
to G N AGL3¢(3). Since |Aut(Ree(q))| = f(¢* + 1)¢(¢ — 1) and |Q] = ¢ + 1, we deduce
that G1 N G2 has order a divisor of fq*(q — 1). Therefore |AGL3¢(3)| = ¢3|GL3#(3)| divides
4f¢*(q — 1). Therefore |GL3z(3)| divides 4f(q — 1). However the inequality |GL3z(3)| <
4f(3f = 1) is never satisfied.

CASE 3F: (Go,|92]) € {(HS,176), (Cos,276), (Alt(7),15), (PSLa(11),11), (M11,12)}.

Since PSL2(11) < Mj; in their degree 11 actions, Alt(7) < PSL4(2) in their degree 15
actions and Mj; < Mjy in their degree 12 actions, we see that PSLa(11), Alt(7) and Mo
are not maximal in G and hence cannot be Ga. Therefore, we are left with (Ga,|Q]) €
{(HS,176), (Co3,276)}. We obtain part (4) (c) and (d).

Cask 3G: (GQ, ‘QD S {(Mllv 11), (Mlg, 12), (Mgg, 22), (M22 .2, 22), (Mgg, 23), (M24, 24)}.

With a computer computation we see that when Gs = Mj; the lattice Og(H) is not Boolean.
The cases Mso and Msyo.2 do not arise because in these two cases G1 N G5 is isomorphic to
either PSL3(4) (when G = Alt(Q2)) or to PXL3(4) (when G = Sym(f2)). However, these two
groups are not maximal subgroups of GG; because they are contained respectively in PGL3(4)
and in PT'L3(4). Therefore, we are left with (Ga, |2|) € {(Mi2,12), (Mas, 23), (Ma4, 24)}. The
case (G, |Q2]) = (Mas, 23) also does not arise because with a computation we see that Og(H)
consists of five elements. Thus we are only left with part (4) (e) and (f).

CAsE 3I: F*(G2) = PSLy(q) for some prime power ¢ and some positive integer d > 2 and
Q= (¢ = 1)/(¢ - 1).

Since the group G is acting on the points of a (d — 1)-dimensional projective space, we
deduce that G; N G2 acts primitively on © \ I' only when Gs is acting on the projective
line, that is, d = 2. (Indeed, consider the action of X := PI'L4(q) on the points of the
projective space P, consider a point p of P and consider the stabilizer Y of the point p
in X. Then Y preserves a natural partition on P \ {p}, where two points p; and po are
declared to be in the same part if the lines (p,p1) and (p,p2) are equal. This partition is
trivial only when P is a line, that is, d = 2.) Let ¢ = p/, for some prime number p and
for some positive integer f. Observe that G; N Gy is solvable, it is a maximal subgroup of
G1 and it acts primitively on © \ I'. From this we deduce that G1 N G2 is isomorphic to
G N AGL¢(p). Since | Aut(PSL2(q))| = f(¢*> — 1)q and || = ¢ + 1, we deduce that G N G
has order a divisor of f(¢—1)g. Therefore |AGLf(p)| = ¢q|GL#(p)| divides 2f(q—1)gq (observe
that the extra “2” in front of fq(q — 1) takes in account the case that G = Alt(Q2) and
GNAGL¢(p) has index 2 in AGL¢(p)). Therefore |GL(p)| divides 2f(q —1). The inequality
|GLf(p)| < 2f(pf — 1) is satisfied only when f =1 or p = f = 2. When p = f = 2, we have
2] = 5 and hence Go = Alt(2), which is not the case. Thus ¢ = p and f = 1. In particular,
F*(G2) = PSLa(p), for some prime number p. Now, we obtain part (g) and (h) depending
on whether G = Sym(Q2) or G = Alt(Q2). O

Hypothesis 3.3.27. Let G be either Sym(Q2) or Alt(€2), let I' be a subset of Q with 1 < |I'| <
1€2]/2, let G := N¢g(TI'), let G2 and G3 be maximal subgroups of G and let H := G1NG2NGs.
Assume that Og(H) is Boolean of rank 3 with maximal elements G1, G2 and G3.
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Theorem 3.3.28. Assume Hypothesis 3.3.27. Then, relabeling the indexed set {1,2,3} if
necessary, one of the following holds:

1. G = Sym(Q), Gy is an imprimitive group having I' as a block of imprimitivity and
Gs = Alt(Q).

2. G=Sym(Q), || =1, Gs = Alt(), Ga Z PGLy(p) for some prime p and |Q| =p+ 1.
3. G=Al(Q), | =1, Gy =2 G3 = My, and |Q| = 24.

Proof. A computation shows that the largest Boolean lattice in Alt(2) when |2| = 7 has
rank 2. Hence, in the rest of our argument we suppose that || # 7; in particular, part (3)
in Theorem 3.3.26 does not arise.

We apply Theorem 3.3.26 to the pairs {G1,G2} and {G1,G3}. Relabeling the indexed
set {2, 3} if necessary, we have to consider in turn each of the following cases:

case A G and Gj3 are imprimitive (hence Go and G35 are stabilizers of non-trivial regular
partitions having I" as one block);

case B (9 is imprimitive and G is primitive;
case C (G5 and (3 are primitive.

CASE A: Since Og(G2 N G3) is Boolean of rank 2, from Lemma 3.3.6, we deduce that
either G2 N G3 is transitive or Gy or G is the stabilizer of a (|€2|/2,2)-regular partition. As
IT| # 192|/2, we deduce that G3 N G5 is transitive. Therefore, we are in the position to apply
Theorem 3.3.21 to the pair {G2,G3}. However, none of the possibilities there can arise here
because both Gy and G have I' as a block of imprimitivity and 1 < |I'| < |€]/2.

CaAseE B: From Theorem 3.3.26, we have that I' is a block of imprimitivity for G,. If
Gs = Alt(Q2), then we obtain (1). Suppose then Gg # Alt(Q2). As |I'| # |Q|/2, Lemma 3.3.6
implies that GoNG3 is transitive and hence we may apply Theorem 3.3.21 to the pair {G2, G3}.
In particular, Theorem 3.3.21 part (2) holds and hence G35 is an affine primitive group and
G2 is the stabilizer of a (n/2,2)-regular partition. Thus |I'| = |€2|/2, which is a contradiction.

Case C: Suppose that either Gy or G equals Alt(§2). Relabeling the indexed set {2, 3}
if necessary, we may suppose that G = Alt(2). In particular, G = Sym(Q2). Now, Theo-
rem 3.3.26 implies that |I'| = 1, G2 = PGLa(p) for some prime p and |2| = p+ 1. Therefore,
we obtain (2).

It remains to consider the case that Go and GG3 are both primitive and both different from
Alt(Q). As || # 7, Theorem 3.3.26 implies that |I'| = 1, G2 and G3 are one of the groups
described in part (4). Now, G1 = Sym(Q2\T') or G; = Alt(Q \ I'), depending on whether
G = Sym(Q2) or G = Alt(2). Moreover, Og(G2 N G3) is a Boolean lattice of rank 2 having
G2 and G3 as maximal elements. From Lemma 3.3.7, we deduce that either Go N G3 acts
primitively on Q, or G = Alt(f2), G2 N G5 = Ng(X) for some (2,4)-regular partition ¥. In
the latter case, we see with a computation that the lattice Og(G1 N G2 N G3) is not Boolean
(see also Figure 3.2). Therefore

G2 N G5 acts primitively on (2.

Consider then H := G; N Gy N G3 and suppose that H is intransitive on 2\ I'. Since
|Q\T'| = || —1, H has an orbit A C Q\T' with 1 < |A| < |©2|/2. Then Ng(A) € O¢(H) and
N¢(A) is a maximal element of Og(H), contradicting the fact that G is the only intransitive
element in Og(H). Thus H is transitive on Q \ I'. Therefore

G2 N G acts 2-transitively on . (3.3.3)
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Suppose that G is as in Theorem 3.3.26 (4) (a), that is, G2 = AGL4(2) for some d > 3.
Let V5 be the socle of Go. From Lemma 3.3.15 applied with applied with H there replaced
by G2 N G3 here , we have either Vo < Go N Gs3 or [ = 8, G = Alt(2) and Gy, N Gy =
PSLs(7). In the second case, G1 N G2 N G3 = C7 x Cs; however, a computation yields that
Oait(s)(C7 @ C3) is not Boolean of rank 3. Therefore, V2 < G2 N G3. The only primitive
groups in Theorem 3.3.26 (4) with |2| a power of a prime are AGL4(2) or PSLy(p) when
p+ 1 =29 In particular, either G5 & AGLg4(2), or G3 = PSLy(p) and p + 1 = 2. In the
second case, since the elementary abelian 2-group V5 is contained in G N G3, we deduce that
PSLy(p) contains an elementary abelian 2-group of order 2¢ which is impossible. Therefore,
G3 =2 AGL4(2). Let V3 be the socle of G3. From Lemma 3.3.15, we deduce V3 < Go N G3. In
particular, Vo <Gy N G5 and V3 < Go N Gy. Since Go N Gy is primitive, we infer Vo = V3 and
hence G2 = Ng(Va) = Ng(V3) = G3, which is a contradiction.

Suppose that G is as in Theorem 3.3.26 (4) (b), that is, G2 = Sps,,,(2). To deal with both
actions simultaneously we set Ot := Q when |Q| = 2771(2™ 4 1) and Q™ := Q when |Q| =
2m=1(2m —1). We can read off from [95, Table 1], the maximal subgroups of G transitive
on either Q1 or 7~ (this is our putative Go N G3). Comparing these candidates with the list
of 2-transitive groups, we see that none of these groups is 2-transitive, contradicting (3.3.3).

Suppose that Gg is as in Theorem 3.3.26 (4) (c), that is, G2 = HS. The only maximal
subgroup of Go primitive on €2 is Mys in its degree 176 action. Thus Go N G3 = Myo in its
degree 176 action. However, this action is not 2-transitive, contradicting (3.3.3).

Suppose that Go is as in Theorem 3.3.26 (4) (d), that is, Go = Cos. From [95, Table 6],
we see that C'og has no proper subgroup acting primitively on . Therefore this case does
not arise in our investigation.

Suppose that Gg is as in Theorem 3.3.26 (4) (e), that is, G = Mjs. In particular,
G1 N Gy = Mi;. Up to conjugacy, there are five maximal subgroups of Mj; (see [40]): one
of them is our putative G; N G2 N G3. For each of these five subgroups, with the help of
a computer, we have computed the orbits on 2. Observe that one of this orbit is I'. If
G1NG2NG3 was intransitive on Q\T', then Og(H) contains a maximal intransitive subgroup
which is not G1, contradicting our assumptions. Among the five choices, there is only one
(isomorphic to PSLg(11)) which is transitive on Q\I". Thus G1 NG2aNG3 = PSLy(11). Next,
we have computed Oy (12)(PSL2(11)) and we have checked that it is not Boolean (it is a
lattice of size 6).

Suppose that Gg is as in Theorem 3.3.26 (4) (f), that is, Go = M. The only maximal
subgroup of My acting primitively is PSLg(23). Thus GoNG3 = PSLy(23), and G1NG2NG3 =
Cy3 x C11. Now, OGl (Gl N Gs N Gg) = OAlt(23)(023 X 011). Since OG1 (Gl NGso N Gg) is
Boolean of rank 2, so is Opj(23)(Ca3 @ C11). We have checked with the help with a computer
that Oajg(24)(C23 % C11) is Boolean of rank 3 and this gives rise to the marvellous example
in (3).

Using the subgroup structure of PSLa(p) and PGLa(p) with p prime, we see that PSLa(p)
does not contain a proper subgroup acting primitively on the p+1 points of the projective line,
whereas the only proper primitive subgroup of PGLo(p) acting primitively on the projective
line is PSLa(p). Thus part (4) (h) in Theorem 3.3.26 does not arise and if part (4) (g) in
Theorem 3.3.26 does arise, then G NG5 = PSLy(p). However this is impossible because this
implies that G2 N G3 < Alt(€2) and hence Alt(€2) must be a maximal element of Og(H ), but
we have dealt with this situation already. O

Corollary 3.3.29. Let H be a subgroup of G and suppose that Og(H) is Boolean of rank
¢ > 3 and that Og(H) contains a mazximal element which is intransitive. Then { = 3;

moreover, relabeling the indexed set {1,2,3} if necessary, Gi = Ng(I') for some I' C Q with
1 < || < |22]/2 and one of the following holds:
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1. G = Sym(Q)), G is an imprimitive group having T' as a block of imprimitivity and
Gs = Alt(92).

2. G =Sym(Q), |T'| =1, Gs = Alt(Q), Gy = PGLa(p) for some prime p and |Q] = p+ 1.
3. G= Alt(Q), ‘F‘ =1, Go 2 G3 = Msy and |Q| = 24.

Proof. Let G1,Go,...,Gy be the maximal elements of Og(H). Relabeling the indexed set if
necessary, we may suppose that G; = Ng(T'), for some I' C Q with 1 < |T'| < |©|/2. From
Theorem 3.3.28 applied to Og(G1NG2NG3), we obtain that G, Ga, G5 satisfy one of the cases
listed there. We consider these cases in turn. Suppose G3 = Alt(2) and G5 is an imprimitive
group having I' as a block of imprimitivity. If £ > 4, then we may apply Theorem 3.3.28 to
{G1,G2,G4} and we deduce that G4 = Alt(2) = G3, which is a contradiction. Suppose then
IT| =1, Gg = Alt(2), G2 = PGLa(p) for some prime p and || = p+ 1. If £ > 4, then we
may apply Theorem 3.3.28 to {G1, G2, G4} and we deduce that G4 = Alt(2) = G3, which is
a contradiction.

Finally, suppose that G = Alt(Q2), |2 = 24, |[I'| = 1, G2 = G2 = Myy. If £ > 4, then
we may apply Theorem 3.3.28 to {G1, G2, G4} and we deduce that G4 = Masy. In particular,
Og,(G1 NGy N G3 N Gy) is a Boolean lattice of rank 3 having three maximal subgroups
G1 N Gy, Gy N Gs,G1 NGy all isomorphic to Mas. Arguing as usual G1 N Ge N G3 N G4 acts
transitively on Q\I". Therefore, Ms3 has a chain Mssz > A > B > C with C maximal in B, B
maximal in A, A maximal in M3, with C transitive. However, there is no such a chain. [J

3.3.6 Proof of Theorem 3.0.5

We use the notation and the terminology in the statement of Theorem 3.0.5. If, for some
i €{l,...,4}, G; is intransitive, then the proof follows from Corollary 3.3.29. In particular,
we may assume that G is transitive, for every ¢ € {1,...,¢}. If, for some i € {1,...,¢}, G;
is imprimitive, then the proof follows from Corollary 3.3.24. In particular, we may assume
that G is primitive, for every i € {1,...,¢}. Now, the proof follows from Corollary 3.3.19.

3.3.7 Large Boolean lattices arising from imprimitive maximal subgroups

In this section, we prove that G admits Boolean lattices Og(H) of arbitrarily large rank,
arising from Theorem 3.0.5 part (1). Let ¢ be a positive integer with £ > 2 and let X1,...,%,
be a family of non-trivial regular partitions of €2 with

Y1 <Y< < 2y
For each i € {1,...,¢}, we let
M;:=NgX)={9ge G| XX, VX €%}
be the stabiliser of the partition ¥; in G. More generally, for every I C {1,...,¢}, we let

M[ = m Mz
1€l
When I = {i}, we have M = M;. Moreover, when I = @, we are implicitly setting
G = M@. We let H := M{l,.‘.,f}'
Here we show that, except when |Q2] = 8 and G = Alt(Q2),

Oc(H) = {M; | IC{1,....0}) (3.3.4)

and hence Og(H) is isomorphic to the Boolean lattice of rank ¢. As usual, the case || = 8
and G = Alt(Q) is exceptional because of Figure 3.2. To prove (3.3.4), it suffices to show
that, if M € Og(H), then there exists I C {1,...,¢} with M = M.
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We start by describing the structure of the groups My, for each I C {1,...,¢}. Let
i€{1,...,¢}. Since M; is the stabilizer of a non-trivial regular partition ¥;, we have

M; = G N (Sym(n/n;)wr Sym(n;)),

where ¥; is a (n/n;, n;)-regular partition. (Strictly speaking, we are abusing our notation in
the displayed equation above: indeed, the group Sym(n/n;)wr Sym(n;) is only defined as an
abstract group and it is not defined as a subgroup of Sym(€2). In order to be mathematically
rigorous we pay the price of having to use cumbersome notation. Therefore, for this proof and
for the of this Subsection, we have preferred to adopt a less precise notation when it should
not cause any misunderstanding or confusion.) Since {¥;}{_, forms a chain, we deduce that
n; divides n;y1, for each i € {1,...,¢ —1}. Now, let 4,5 € {1,...,¢} with ¢ < j. The group
My; jv = Ng(2;) N Ng(X;) is the stabiliser in G' of ¥; and ¥;. Since %; < ¥, we deduce
that
My; 1 = G N (Sym(n/nj)wr Sym(n;/n;)wr Sym(n;)) .

The structure of an arbitrary element M7 is analogous. Let I = {i1,...,ix} be a subset of I
with 41 < i < ... <ik. Since ¥;, < ¥;, < --- < Xy, we deduce that

M; = G N (Sym(n/n;, )wr Sym(n;, /ni, )wr - wr Sym(n;, /n;, )wr Sym(n;,)) .
In particular,
H =GN (Sym(n/ng)wr Sym(ng/ne—1)wr - - - wr Sym(na/ni)wr Sym(ng)) .
Before proceeding with our general argument we prove a preliminary lemma.

Lemma 3.3.30. The only non-trivial systems of imprimitivity for H are ¥1,...,%, or
G = Alt(Q2) and |Q] = 4.

Proof. Let ¥ := {X1,..., X} be a non-trivial system of imprimitivity for H. Set ¥, =
{Y1,...,Y,}. From the structure of H, it is clear that the action induced by Ny (Y;) on Y;
is that of Sym(Y;), for each i € {1,...,¢}. Let i € {1,...,¢} and let j € {1,...,k} with
YiNX; # @. Since ¥ and ¥, are H-invariant, we have |X; NY;| = 1 or ¥; C X;. We
investigate a little further the first alternative. Since ¥ is non-trivial and since |Y;| > 2, there
exists j' € {1,...,k}\ {j} with X;; NY; # &. Therefore, we again have the two alternatives:
| X;NY;| =1orY; C Xj. Suppose that ¥; C Xj. It is readily seen from the structure
of H that Ny (X;) NNy (X;/) acts transitively on X;. However, since ¥ is H-invariant and
Y; € X, we deduce that Ny (X;) "Ny (Xj) fixes setwise ;. Therefore, Nz (X;) "Ny (X;)
fixes the singleton X; NY}, contradicting the fact that Ny (X;) NNy (Xj) is transitive on X
or the fact that X, is non-trivial.

Therefore | X NY;| = 1. Write X;NY; = {z}. Now, let (Ny(X})), be the stabilizer of the
point z in Ny (X;). If G = Sym(Q2), or k > 3, or |X;| > 3, then from the structure of H we
deduce that (N (X})), is transitive on X ;. However, since ¥ is H-invariant, z € Y; € X, we
deduce that (N (X)), fixes setwise Y}, contradicting the fact that | X;; NY;| = 1. Therefore,
G = Alt(Q), « = 2 and |X;| = 2, that is, |[Q2] = 4 and we have the first possibility in the
statement of this lemma.

The previous paragraph shows that, for every j € {1,...,x} and for every i € {1,...,t}
with X; NY; # &, we have Y; C X;. That is ¥ < ¥,. Now, the proof follows by induction
on {: replacing Q with ¥;, G with Sym(%,) and H with the permutation group induced by
H on . ]

We now continue with our construction and we show (3.3.4) arguing by induction on ¢.
When ¢ =1, H = M; = Ng(21) and Og(H) = {H,G} because H is a maximal subgroup
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of G by Fact 3.3.2 (recall that we are excluding the case G = Alt(Q2) and || = 8 in the
discussion here). For the rest of the proof, we suppose || > 4 and ¢ > 2.

Let M € Og(H). Suppose M is primitive. As H < M, we deduce that M contains a 2-
cycle or a 3-cycle (when G = Sym(Q2) or when n/n; > 3), or a product of two transpositions
(when G = Alt(2) and n/n; = 2). From [48, Theorem 3.3D and Example 3.3.1], either
Alt(Q) < M or || < 8. In the first case, M = My. When Q| € {6,8}, we see with a direct
inspection that no exception arises (recall that we are excluding the case G = Alt(€2) and
|©2| = 8 in the discussion here). Therefore, M is not primitive.

Since M is imprimitive, H < M and ¥1,..., Y, are the only systems of imprimitivity left
invariant by H, we deduce that M leaves invariant one of these systems of imprimitivity. Let
i € {1,...,¢} be maximum such that M leaves invariant ¥;, that is, M < M,;. Fix X € %;
and consider N/ (X) = {g € M | X9 = X}. Consider also the natural projection

7 Ny (X) = Sym(X) = Sym(n/n;).

This projection is surjective. For each j € {1,...,¢} with i < j consider ¥ := {Y € ¥ |
Y C X}. By construction E; is a non-trivial regular partition of X and

/ / !/
Yip1 < Xigpp <00 < Mg

Moreover,
7-‘—(NMJ- (X)) = NSym(X) (Z;)

n particular, as M:_, m(X ) =7n(Ng < 7(Npy , by induction on £,
I icul it 1Nsym(x) (] Ny (X N/(X)), by inducti l

(N (X)) = () Neym(x)(Z5),
jer

for some I’ C {i+1,...,¢}. Now, if I’ # &, then the action of N;(X) on X leaves invariant
some E;-, for some j € I'. Since ¥; < 3; and since M leaves invariant 3;, it is not hard to see
that M leaves invariant ¥;. However, as i < j, we contradict the maximality of . Therefore
I’ = @ and hence

(N3 (X)) = Sym(X).

Let H(q\x) and M\ x) be the pointwise stabilizer of 2\ X in H and in M, respectively.
Thus Ho\x) < Mo\ x) < Sym(X). From the definition of H and from the fact that X is a
block of ¥;, we deduce

Sym(n/ng)wr Sym(ng/ne—1)wr - - - wr Sym(n;i1/n;) when G = Sym(€2),

H =
() {Alt(n/ni) N (Sym(n/ng)wr Sym(ng/ne—1)wr - - - wr Sym(n;+1/n;)) when G = Alt(Q).

We claim that
Alt(X) < M(Q\X). (3.3.5)

When i = /¢, this is clear because in this case Alt(X) < H\x) from the structure of
Ho\x).- Suppose then i < £ — 1. Assume first that either n/ny > 3 or n/n; = [X| > 5.
From the description of H\ x) and from ¢ < £ — 1, it is clear that Hq x) contains a
permutation g which is either a cycle of length 3 or the product of two transpositions. Define
V= (g™ | m € Ny(X)). As H < M, we deduce that g € Mg\ x) and hence V' < Mg x).
Since m(Np7(X)) = Sym(X), we get V < Sym(X) and hence V' = Alt(X). In particular,
our claim is proved in this case. It remains to consider the case that n/n, =2 and |X| < 5.
As i < ¢ —1, this yields i = £ — 1, n/ng = ng/ng—1 = 2 and |X| = 4. Observe that in this
case, the group V has order 4 and is the Klein subgroup of Alt(X). When G = Sym((),
Hq\x) contains a transposition and hence we may repeat this argument replacing g with
this transposition; in this case, we deduce Mg\ x) = Sym(X) and hence our claim is proved
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also in this case. Assume then G = Alt(Q2), i = ¢ — 1, n/ny = ny/ny—1 = 2 and |X| = 4.
Among all elements h € N;(X) with 7(h) a cycle of length 3, choose h with the maximum
number of fixed points on . Assume that h fixes pointwise X', for some X’ € ¥;. From
the structure of H, we see that H contains a permutation g normalizing both X and X',
acting on both sets as a transposition and fixing pointwise Q \ (X U X’). Now, a computation
shows that g~'h~!gh acts as a cycle of length 3 on X and fixes pointwise Q \ X, that is,
g 'hlgh € M@\ x). In particular, Alt(X) < M\ x) in this case. Therefore, we may
suppose that h fixes pointwise no block X’ € ¥;. Assume that h acts as a cycle of length
3 on three blocks X, Xo, X3 € ¥;, that is, X{1 = Xo, X%L = X3 and X§L = Xi. From the
structure of H, we see that H contains a permutation g normalizing both X and X, acting
on both sets as a transposition and fixing pointwise 2\ (X U X7). Now, a computation shows
that g~ 'h~!gh acts as a cycle of length 3 on X, as a transposition on X1, and fixes pointwise
O\ (XUXj). In particular, (g~ *h~1gh)? acts as a cycle of length 3 and fixes pointwise Q\ X.
Thus (g~ 'h~1gh)? € M\ xy and Alt(X) < Mg\ x) also in this case. Finally, suppose that
h fixes set-wise but not pointwise each block in %;. In particular, for each X’ € N/ (X), we
have X' = X’ and h acts as a cycle of length 3 on X’. Let X’ € &; with X’ # X. From the
structure of H, we see that H contains a permutation g normalizing both X and X', acting
on both sets as a transposition and fixing pointwise Q\ (X U X’). Now, a computation shows
that g~ th~lgh acts as a cycle of length 3 on X and on X’ and fixes pointwise Q \ (X U X”).
As h was choosen with the maximum number of fixed points with 7(h) having order 3, we
deduce that Q = X U X', that is, n = 8. In particular, we end up with the exceptional case
in Figure 3.2, which we are excluding in our discussion. Therefore, (3.3.5) is now proved.
Let K; be the kernel of the action of M; on >;. Thus

K, =Gn H Sym(X)
Xey;

From (3.3.5), we deduce
Alt(n/n)™ = ] Alt(X) < M.
Xex;
As H < M, we obtain K; = H([[yey, Alt(X)) < M.

Since ¥y < ¥ < -+ < %, for every j € {1,...,4}, we may consider ¥, as a regular
partition of ¥;. More formally, define Q" := %; and define X7 := {{Y € %; | Y C Z} | Z €
¥;}. Thus X7 is the quotient partition of ¥; via ¥;. Clearly, M;/K; = Ny, (7). Applying
our induction hypothesis to the chain ¥ < --- < X we have M/K; = M;/K;, for some

1

subset I of {1,...,7}. Since K; < M, we deduce M = M.

3.3.8 Large Boolean lattices arising from primitive maximal subgroups

Lemma 3.3.31. Let ¥ be a (¢, d)-regular partition of Q. Given a transitive subgroup U
of Sym(d), we identify the group X = Sym(c)wrU with a subgroup of Ngym)(¥). If X
normalizes a reqular partition 3 of Q, then ¥ < X.

Proof. Let A and A be blocks, respectively, of ¥ and ¥ with AN A # @ and let a € AN A.
Then, for every z € A\ {a}, the transposition (a, z) € X fixes at least one element of A and
therefore (a, z) normalizes A and consequently z € A. Therefore, either A C A or A C A.
From this, it follows that either ¥ < ¥ or & < X.. We can exclude the first possibility, because
Nx(A) acts on A as the symmetric group Sym(A). O

Since we aim to prove that there exist Boolean lattices of arbitrarily large rank of the
type described in Thereom 3.0.5 (3), we suppose n = || is odd. Let ¢ be an integer with
¢ >3 and let

Fi<--<F
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be a chain of regular product structures on €. In particular, Fy is a regular (a,b)-product
structure for some integers a > 5 and b > 2 with a odd and n = a®. From the partial order in
the poset of regular product structures, we deduce that we may write b = by - - - by such that,
if we set d; :==b;---by and ¢; := b/d;, then Fyi1_; is a regular (a“, d;)-product structure, for
every i € {1,...,¢}.

Let M; := Ngymm(q)(Fi) = Sym(a®)wr Sym(d;) and let H := My N --- N My. We have

H := Sym(a)wr Sym(b; )wr Sym(be)wr - - - wr Sym (by)

as a permutation group of degree n. Moreover, if I is a subset of {1,...,¢}, we let My :=
Nicr M;, where we are implicitly setting My = Sym(n). In particular, if I = {ry,...,rs},
then M7 is isomorphic to

Sym(a® or1=1)wr Sym(by, - - - by, _1)wr - - - wr Sym(by, - - - by).

For proving that Og(H) is Boolean of rank ¢, we need to show that, for every K € Og(H),
there exists I C {1,...,¢} with K = M.
We may identity H with the wreath product Sym(a)wr X with

X = Sym(by)wr Sym(bz)wr -- - wr Sym(by),

where X has degree b and is endowed of the imprimitive action of the itereted wreath product
and Sym(a)wr X is primitive of degree n = a” and is endowed of the primitive action of the
wreath product.

Lemma 3.3.32. If H normalizes a regular product structure F, then F € {Fi,...,Fe}.

Proof. The group H = Sym(a)wr X is semisimple and not almost simple. Since the com-
ponents of H are isomorphic to Alt(a) and a is odd, according with the definition in [6,
Section 2], H is product indecomposable. From [6, Proposition 5.9 (5)], we deduce F(H) is
isomorphic to the dual of O (J)\ {H}, where J := Ny (L) is the normalizer of a component
L of H. Since F*(H) = (Alt(a))®, we have

J = Sym(a) x (Sym(a)wrY) = Sym(a) x (Sym(a)*~! % Y),

with Y the stabilizer of a point in the imprimitive action of X of degree b. In particular
On(J)\ {H} = Ox(¥)\ {X}.

The proper subgroups of X containing the point-stabilizer Y are in one-to-one corre-
spondence with the regular partitions ¥ of {1,...,b} normalized by X and with at least two
blocks. Notice that, for any ¢ € {1,..., ¢}, there is an embedding of X in Sym(c;)wr Sym(d;),
and therefore X normalizes a regular (¢;, d;)-partition, which we call it ¥y;1_;. An iterated
application of Lemma 3.3.31 implies that 31 < --- < ¥, are the unique non-trivial regular
partitions normalized by X. O

Theorem 3.3.33. If H < K < Sym(n), then K = Mj for some subset I of {1,...,¢}.

Proof. Clearly, without loss of generality we may suppose that H < K < Sym(n). We apply
[140, Proposition 7.1] to the inclusion (H, K). Since H has primitive components isomorphic
to Alt(a), with a odd, only cases (ii,a) and (ii,b) can occur.

Assume that (H,K) is an inclusion of type (ii,a). In this case we have H < K <
Sym(a)wr Sym(b). Since Sym(a)® < H < K we deduce that K = Sym(a)wrY; with
X <Y < Sym(b). So it suffices to notice that the only subgroups of Sym(b) containing X
are those of the kind Sym(b; - - - by, )wr Sym(bs, 41 - - - by )wr - - - wr Sym(bg 41 - - b}, for some
subset {t1,...,ts} of {1,...,¢}. Indeed, this fact follows from Subsection 3.3.7.
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Assume that (H, K) is an inclusion of type (ii,b). (In what follows, the precise meaning
of the term “blow up” can be found in [140, Section 2] and we refer the reader to that paper
for details. Here we do not give a full account because we are only interested in a particular
consequence.) In this case, following the terminology in [140, Section 2 and 7], n = al =a,
H is a blow-up of a subgroup Z of Sym(a”) and (H, K) is a blow up of a natural inclusion
(Z, L) where Alt(a”) < L < Sym(a?). From this we immediately deduce that H normalizes
a regular (a7, d)-product structure F. By Lemma 3.3.32, we have F € {Fi,...,F;}. In par-
ticular, @ = a% and 6 = d; and Z = Sym(a)wr Sym(by)wr Sym(bs)wr ---wr Sym(b;). Since
ais odd, Z £ Alt(a%) so L = Sym(a®) and (Sym(a®))% < K < Sym(a®)wr Sym(d;). If H
is maximal in K, then i = 1 and K = Sym(a® )wr Sym(by)wr -- - wr Sym(by) = M, -1y
otherwise, we can proceed by induction on /.

3.3.9 Application to Brown’s problem

In this section we will prove Theorem 3.0.6 (where (4) is a direct application of Theorem
3.0.5) which, in these cases, proves Conjecture 6.

Some general lemmas

Let G be a finite group and H a subgroup such that the overgroup lattice Og(H) is Boolean
of rank ¢, and let My,..., My be its coatoms. For any K in Og(H), let us note KU its
lattice-complement, i.e. K A K= H and KV K® = G.

Lemma 3.3.34. If Og(H) is Boolean of rank 2 and if H is normal in M; (i = 1,2), then
|M11H‘ 75 |M2H‘

Proof. As an immediate consequence of the assumption, H is normal in M7 V My = G, but
then G/H is a group and L£(G/H) is Boolean, so distributive, and G/H is cyclic by Ore’s
theorem, thus |M;/H| # |Ma/H]|. O

Lemma 3.3.35. If Og(H) is Boolean of rank 2 then (|M, : H|,|Ma : H|) # (2, 2).

Proof. If (|My : H|,|Ms : H|) = (2,2) then H is normal in M; (i = 1,2). This contradicts
Lemma 3.3.34. O

Lemma 3.3.36. If Og(H) is Boolean of rank ¢ < 2. Then ¢(H,G) > 2¢1.
Proof. If £ =1 then

$(H,G)=|G:H|—-|G:G|>2-1=2"1,
If £ =2, by Lemma 3.3.35, there is ¢ with |M; : H| > 3. Then

O(H,G)=|G: H|—|G: M| —|G: M|+ |G : G|
=|G:H|(1—|M :H™ = |My: H™) +1
>6(1-1/3—-1/2)+1=21, O

Remark 3.3.37 (Product Formula). Let A be a finite group and let B, C be two subgroups.
Then |B|-|C| = |BC|-|BnNC]|, so

IB|-|C| <|BVC|-|BAC| and |B:BAC|<|BVC:Cl.

Lemma 3.3.38. Let A be a finite group and let B,C be two subgroups. If |A : C| =2 and
B ¢ C then |B: BAC| = 2.

Proof. By Product Formula, 2 < |B: BAC| < |A:C|=2 because A= BVC. O
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Lemma 3.3.39. Let A be an atom of Og(H). If K1, K> € O ¢(H) with K1 < Ko, then
|IK1VA: K| <|KyVA:Ky|.
Equivalently, if K1, Ko € Og(A) with K1 < Ks, then
Ky Ky A A% < Ky Ky A AD)
Moreover if |G : AY| =2 then |[KVA: K| =2, for all K in O e(H).
Proof. By Product Formula,
|K1VA|-|Ka <|(K1VA) VK| |(KiVA)A K|
but K1 A Ko = K1, K1V Ko = K9 and AN Ky = H, so by distributivity
|K1VA|-|Ks| <|KaVA|-|Kq.
Finally, AlvA=@G, soif H<K < AL and |G : AE| =2, then
2<|KVA:K|<|AbvA: Al =2
It follows that |[K' V A: K| = 2. O
Lemma 3.3.40. If O¢(H) is Boolean of rank 2, then |My : H| = 2 if and only if |G : Msy| = 2.

Proof. If |G : Ma| = 2 then |M; : H| = 2 by Lemma 3.3.38. Now if |[M; : H| = 2 then
H<M; and My = HU Hr with 7H = H7 and (H7)? = H, so Hr> = H and 7% € H.
Now My € (H,G), then TMar~! € (tH7~ 1, 7G77!) = (H,G), so by assumption 7Ma7 ! €
{My, Ms}. If TMor=! = My, then My = 7= My7 = My, contradiction. So 7Mar™! = Ms.
Now 72 € H < My, so Mat? = Ms. Tt follows that G = (M, 7) = My LI M7, and
|G : M2| = 2. ]

Lemma 3.3.41. If there are K,L € Og(H) such that K < L and |L : K| = 2, then there is
an atom A such that L = KV A and |G : A%| = 2.

Proof. By the Boolean structure and because K is a maximal subgroup of L, there is an
atom A of Og(H) such that L = K V A. Let

K=K <Ky<---<IK,=A°

be a maximal chain from K to AC. Let L; = K; V A, then the overgroup lattice O, , (K;) is
Boolean of rank 2, now |L; : K| = 2, so by Lemma 3.3.40

2=|L1: K| =|Ly: Ko| ==L, : K,| = |G : A%, O

Note that for an index 2 subgroup B of A, if |B| is odd then A = B x Cs, but this is not
true in general if |B| is even.

Lemma 3.3.42. If there is i such that for all K in Oy (H), |[KV ML : K| = |MC : H| then
G(H.G) = (M : H| = 1)$(H, M),

Proof. By assumption we deduce that ¢(H, M;) = @(ME,G), but by definition, $(H,G) =
|MP : H|@(H, M;) — ¢(H, M;). The result follows. O

Lemma 3.3.43. If there is i such that |Ml-c cH| =2 then ¢(H,G) = ¢(H, M;).
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Proof. By assumption and Lemma 3.3.41, |G : M;| = 2, so by Lemma 3.3.39, if H < K < M;
then |K Vv ML : K| = 2. Thus, by Lemma 3.3.42, 3(H,G) = (2 — 1)¢(H, M;). O

Lemma 3.3.44. Let G be a finite group and H a subgroup such that the overgroup lattice
Og(H) is Boolean of rank £, and let Ay, ..., Ag be its atoms. If |A; : H| > 2% then $(H,G) >
2@—1

Proof. Let I be a subset of {1,...,¢} and let A; be \;c; Ai. Then Og(H) = {A; | I C
{1,...,¢}} and
P(H.G)= > (M@ 4.

IC{1,...,6}

By assumption and Lemma 3.3.39, if j & I then |G : Af| > 27|G : A; Vv A;|. It follows that

G : Ay < — 7 22 |G AJ\{]}|

from which we get that

G(H,G)> > |G:Afl - Z Z?K?mwﬂ

|I] even || odd zGI
Digr 2 27
= Z |G Af|(1 — =—>—)
|I] even ‘I’ +1

| +27¢+ 3,270
= > |G:4A i
| 1| Il +1

|I| even
> |G A@|2—€ =27YG : H
>2ZHT_ ((e=1)/2 5 9t=1 0

Lemma 3.3.45. Let G be a finite group and H a subgroup such that the overgroup lattice
Og(H) is Boolean of rank ¢, and let Ay,..., Ay be its atoms. If |A; : H| > a; > 0 then

P(H,G) = (1= a7 )L -
Proof. It works exactly as for the proof of Lemma 3.3.44. O

Proof of Theorem 3.0.6 (1)
Proof. The case £ < 2 is precisely Lemma 3.3.36. It remains to consider the case £ = 3.

If there is ¢ such that |Mic : H| = 2, then by Lemma 3.3.35 and the Boolean structure,
for all j # 1, \M]C : H| > 3, and by Lemma 3.3.43, $(H,G) = $(H, M;). As in the proof of
Lemma 3.3.36, we have that

G(H, M) >9(1—-1/3-1/3) +1 =21,
Otherwise, for all ¢ we have ]MZ-C : H| > 3. Then (using Lemma 3.3.39)
@(H,G) = |G : H| —Z|G:ME|+Z|G:MZ-\ —|G: G|
> |G : H( 1—Z|ME H|™ +Z|ME H| -1

>271—Zl/3 +Z —1:8>2’f h m
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Proof of Theorem 3.0.6 (2)(3)

Let My, ..., My be the coatoms of Og(H).
The Boolean lattice Og(H) is called group-complemented if KK® = KPK for every K €

O¢(H).

Lemma 3.3.46. If the Boolean lattice Og(H) is group-complemented then $(H,G) = T1;(|G :
M;| —1).

Proof. By assumption, KK® = KUK which means that KK = K v Kt = G. Further, by
Product Formula, it follows that |G : K| = |KC : H|. Then by Lemma 3.3.39, for all i and for
all K in Og(MP), |K : K A M;| = |G : M;|. Now, for all K in Og(H) thereis I C {1,...,(}
such that K = My = A\,c; M;, it follows that |G : K| = [[;c; |G : M;| and then

p(H,G)=(-1)" Y (g ml=-1" > [I-16: M) =T](G : M;|-1). O

IC{1,...0} IC{1,... 0}y i€l i

Theorem 3.0.6 (2) follows from Lemmas 3.3.46 and 3.3.35. Moreover, if G is solvable and
if O¢(H) is Boolean then it is also group-complemented by [102, Theorem 1.5] and the proof
of Lemma 3.3.46, hence Theorem 3.0.6 (3) follows.

Proof of Theorem 3.0.6 (4)

Proof. By Theorem 3.0.6 (1), we are reduced to consider £ > 4 on the cases (1)-(6) of Theorem
3.0.5.

1. Let G = Sym(2). By Subsection 3.3.7, the rank ¢ Boolean lattice Og(H) is made of
M = Sym(n/n;, )wr Sym(n;, /ni, )wr - - - wr Sym(n,_ , /n;, )wr Sym(n;, ),

with I = {il,ig,. . -;in} - {1,. . ,6} NOW,

L . L n; Ty
|M;| = (n') (n“l) <“€1|> n;,!
nil niQ nin

In particular, with no =n, ngy1 =1, H =My and A; = Mic, we have that

V4 . Tj+1 .
!H!—H( ~ !)W, A= (M) ( ~ !)n”l.
i=0 N+l Mjt1 i1 Nl

It follows that

nj+4+1
(njfl')nijl (nj,1'> !
|AA . H\ _ Nj+1° _ nj41’ > gnjt1
J - T i\ n; Nj41 L — :
(o) )™ | (o
" nt T o

Take the atom B; := Ay11—; and m; := nyy1—4, then
B : H| > 3™+ > 327" > 9l

It follows by Lemma 3.3.44 that ¢(H,G) > 2t 1.

Next, if B; C Alt(2) then H C Alt(Q2). Clearly |Alt(2) N B; : Alt(Q) N H| = |B; : H|.
Otherwise, by Lemma 3.3.38, |B; : Alt(2) N B;| = 2. Now, |H : Alt(Q) N H| =1 or 2
whether H C Alt(Q) or not. In any case,

|ALt(Q) N B; : Alt(Q) N H| > |B; : H|/2 > 32 "1,

and we can also apply Lemma 3.3.44.
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2. Let Ay = ME, then |Ay : H| = 2. Next, we can order, as above, the remaining atoms
Aj,...,Ag_q such that |4, : H| > 32" because by assumption |4, : Alt(€2) N A = 2.
The result follows by Lemma 3.3.45 because

/—1 /—1
1 _gi-1 1 _ _g
L= (542377 ) >25->8 232:7
=1 =1
3. Following the notations of Subsection 3.3.8, for I = {ry,rs,...,rs} we have that

s

(M| = (a0t T (b by 1)) Pres ™
=1

The atom A; = MZ[J is of the form M{i}[}, whereas, H = My, 4y, then (with by = 1)

4 51 .
H] = (@) b TL o2 and Ay = @) TPt T g,
i=1 i7#j—1.]

51

Let 57 > 1, it follows that
bi1-be " bo---be
(bj_lbj)! ! a’t!
A H|=|——3— d |Ay:H| = | ——F .
‘ J | [((bj—l)!)bjbj! an | 1 | (a!)blbl!
The rest is similar to (1).
4. Similar to (2).

5. Here n = ab is a prime power p? so that a = p? with bd’ = d, b = by ---by_; and

Gy = AGL4(p). We can deduce, by using [5, Theorem 13 (3)], that
AGLg(p) N (Sym(a” "1 )wr Sym by, 41 -+ - by, )wr - - wr Sym(by, 41+ by—1))
= AGLd’bl---brl (p)WI" Sym(an ce b,«2)W1"- c - WI Sym(brs_H ce bgfl).
But [AGL(p)| = p* [T= (p* — p*). The rest is similar to (3).

6. Similar to (2). O



Chapter 4

Asymptotic enumeration of Cayley graphs

In this chapter, we consider only finite groups and graphs. A graph (digraph) I is an ordered
pair (V, E) with V a finite non-empty set of vertices, and F a set of unordered (ordered) pairs
from V', representing the edges. An automorphism of a graph (digraph) is a permutation on
V that preserves the set F.

Definition 4.0.1. Let R be a group and let S be a subset of R. The Cayley digraph T'(R, S)
with connection set S, is the digraph with with V.= R and {r,t} € E if and only iftr~1 € S.
When S = S~! is an inverse-closed subset of R, then T'(R,S) is the Cayley graph with
connection set S.

The problem of finding graphical regular representations (GRRs) for groups has a long
history. Mathematicians have studied graphs with specified automorphism groups at least
as far back as the 1930s, and in the 1970s there were many papers devoted to the topic of
finding GRRs (see for example [9, 68, 71, 72, 73, 124, 125, 126, 161]), although the “GRR”

terminology was coined somewhat later.

Definition 4.0.2. A graphical (respectively, digraphical) regular representation, GRR (re-
spectively DRR) for short, for a group R is a graph whose full automorphism group is the
group R acting regularly on the vertices of the graph.

It is an easy observation that when I'(R, S) is a Cayley graph (digraph), the group R acts
regularly on the vertices as a group of graph (digraph) automorphisms. A GRR (DRR) for
R is therefore a Cayley graph (digraph) on R that admits no other automorphisms.

The main thrust of much of the work through the 1970s was to determine which groups
admit GRRs. This question was ultimately answered by Godsil in [57].

Theorem 4.0.3 (Godsil, [57]). A group has a graphical regular representation if and only if
it is not one of:

e a generalised dicyclic group (see Definition /.0.8);
e an abelian group of exponent greater than 2; or
e one of 13 small groups (of order at most 32).

A corresponding result for DRRs by Babai was much simpler, requiring no excluded
families and finding only 5 exceptional small groups.
Babai and Godsil made the following conjecture.

Conjecture 7 ([10]; Conjecture 3.13, [58]). If R is not generalised dicyclic or abelian of
exponent greater than 2, then for almost all inverse-closed subsets S of R, T'(R, S) is a GRR.

133
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The details of this conjecture are somewhat imprecise; we are interested in the following
more specific formulation:

lim min
r—00

. g g1 _
{HS CR:5=5", Aul(R,S)) = R} : R admits a GRR and |R| = r} =1,
2¢(R)
where 2¢) is the number of inverse-closed subsets of R. (The value c(R) is defined explicitly
in Definition 4.0.7.)

From Godsil’s theorem, as r — oo, the condition “R admits a GRR” is equivalent to “R
is neither a generalised dicyclic group, nor abelian of exponent greater than 2.”

The corresponding result for Cayley digraphs (which does not require any families of
groups to be excluded) was proved by Morris and Spiga in [120].

The strategy used in [120] (which was based on previous work in [10] by Babai and Godsil)
to prove that almost every Cayley digraph is a DRR, involved three major pieces. One piece
was to show that there are not many Cayley digraphs admitting digraph automorphisms
that are also group automorphisms. A second piece of the proof involved considering the
possibility that the group R has a proper nontrivial normal subgroup N, and there is a
digraph automorphism that fixes every orbit of N setwise. This piece itself naturally divides
into two parts. If | V| is relatively small in comparison with |R|, then showing that roughly
2lBl/INT digraphs do not admit a particular type of automorphism is significant, while if |N|
is relatively large (for example if |[N| = |R|/c for some constant ¢) this sort of bound is not
useful for our purposes. Conversely, if | V| is relatively large then showing that roughly 2Nl
digraphs do not admit a particular type of automorphism is significant, but such a bound is
not useful if |N| is relatively small. So we need to combine bounds of each type to come up
with an overall bound. The third and final piece of the proof involved considering the possible
existence of digraph automorphisms that do not fix all orbits of any normal subgroup N of
R.

While the second piece may not seem entirely natural, it is important to consider because
it covers a possibility that does not readily succumb to induction. If a graph only admits
automorphisms that fix every orbit of N setwise, then the quotient graph on the orbits of N
may be in fact a GRR. The induced subgraph on a single orbit may very well also be a GRR,
so an inductive argument will reduce a non-GRR to two smaller GRRs, making induction
virtually impossible to use effectively.

Similarly to the results about existence of GRRs and DRRs, the requirement that a
connection set for a graph must be inverse-closed creates complications that make the proof
of the Babai-Godsil conjecture more difficult for graphs than for digraphs.

The first piece of the proof of the Babai-Godsil conjecture for graphs, showing that there
are not many Cayley graphs admitting graph automorphisms that are also group automor-
phisms (unless the group is generalised dicyclic or abelian of exponent greater than 2) was
accomplished by Spiga in [154]. Some of the main results from that work are also used in
here, and we have included them as Theorem 4.0.12 and Proposition 4.0.13.

The goal of [119] was to complete the second piece of the proof: that is, to show that
the number of Cayley graphs on R that admit nontrivial graph automorphisms that fix the
vertex 1 and normalise some proper nontrivial normal subgroup N of R, is vanishingly small
as a proportion of all Cayley graphs on R.

As in the work on DRRs, this problem naturally divides into the cases where the normal
subgroup N is “large” or “small” relative to |R|. Our main results are Theorem 4.0.4 and
Theorem 4.0.5, which we prove in Sections 4.2 and 4.3, respectively. In the case of graphs,
it emerges that we also need to consider separately graph automorphisms that fix or invert
every element of the group. We deal with these in Section 4.1, and this piece of our work
applies whether or not R admits any proper nontrivial normal subgroup.
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Theorem 4.0.4. [119, Theorem 1.5] Let R be a finite group and let N be a non-identity
proper normal subgroup of R. Then, the set

{SCR|S=5", R=Naurmrs)(R), If € Nawr(r,s)N) with f #1 and 1/ = 1},

[N|
‘55 +2logs [Rl+(log2 [RD*+3 - proreouer, if R is neither abelian of ex-
ponent greater than 2 nor generalised dicyclic, we may drop the condition “R = Ny (r(r,s)) (1) ”

in the definition of the set.

has cardinality at most 26U~

Theorem 4.0.5. [119, Theorem 1.6] Let R be a finite group and let N be a non-identity
proper normal subgroup of R. Then, the set

{SCR|S=5"" R=Nauwrnrs)(R), 3 € Naur(r.s) (N) with
f#1and 1/ =1, f fizes each N-orbit setwise}

c(R)— 155157+ (loga | R)2+3

has cardinality at most 2 . Moreover, if R is neither abelian of exponent

greater than 2 nor generalised dicyclic, we may drop the condition “R = Ny r(r,s))(R)” in
the definition of the set.

By distinguishing the cases that |[N| > \/|R| and |R : N| > /| R|, we obtain the following
corollary.

Corollary 4.0.6. [119, Corollary 1.7] Let R be a finite group and let N be a non-identity
proper normal subgroup of R. Then, the set

{S CR ’S = S_lv R= NAut(R,S)(R)a if € NAut(F(R,S))(N) with
f#1 and 1Y =1, f fizes each N-orbit setwise}

R
(R)— ¥ +210g, | Rl +(log, | R))>+3

has cardinality at most 2° Moreover, if R is neither abelian of
exponent greater than 2 nor generalised dicyclic, we may drop the condition “R = N ayy(r(r,s)) (1) ”
in the definition of the set.

Prior to launching into the pieces of the proof mentioned above, we provide some addi-
tional background and introductory material.

4.0.1 General notation

Definition 4.0.7. Given a finite group R and =z € R, we let o(z) denote the order of the
element x and we let

I(R):={z e R|o(x) <2}

be the set of elements of R having order at most 2. Given a subset X of R, we write
I(X) := X NI(R). Given an inverse-closed subset X of R, we let

X+ 0]

c(X): 5

Definition 4.0.8. Let A be an abelian group of even order and of exponent greater than
2, and let y be an involution of A. The generalised dicyclic group Dic(A,y,x) is the group
(A, | 22 =y,a® =a"!,Ya € A). A group is called generalised dicyclic if it is isomorphic to
some Dic(A,y,z). When A is cyclic, Dic(A4, y, z) is called a dicyclic or generalised quaternion
group.

We let 74 : Dic(A,y,z) — Dic(A,y,x) be the mapping defined by (ax)*4 = az~! and
a4 = a, for every a € A. In particular, 14 is an automorphism of Dic(4,y,z). The role of

1
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the label “A” in 1 4 seems unnecessary, however we use this label to stress one important fact.
An abstract group R might be isomorphic to Dic(A, y, x), for various choices of A. Therefore,
since the automorphism r4 depends on A and since we might have more than one choice of
A, we prefer a notation that emphasizes this fact.

It follows from [121, Section 2.1 and 4] that, if D = Dic(A, x,y) is generalized dicyclic
over A, then either A is characteristic in D, or D = Qg x C% for some £ € N. In particular,
when D is not isomorphic to Qg x C§, the automorphism z4 is uniquely determined by D.

When D = Qg X C’f, the group D is generalized dicyclic over three distinct abelian
subgroups; namely, if Qg = (i, ), then D is generalized dicyclic over (i) x C§, (j) x C% and
(i) x C’é. In particular, we have three distinct options for the automorphism z4: one for
each of these abelian subgroups. For simplicity, we denote by z;,¢; and tj the corresponding
automorphisms. It is not hard to check that t, = 7;2; and hence (z;,7;) is elementary abelian
of order 4.

Definition 4.0.9. Let A be an abelian group. We let 14 : A — A denote the automorphism
of A defined by 24 = 27! Vo € A. Very often, we drop the label A from ¢4 because this
should cause no confusion.

In what follows we use the following facts repeatedly.

Remark 4.0.10. Let X be a finite group. Since a chain of subgroups of X has length at
most logy(|X|), X has a generating set of cardinality at most [logs(|X|)] < logs(|X]).

Any automorphism of X is uniquely determined by its action on the elements of a gener-
ating set for X. Therefore | Aut(X)| < |X|los2(1XD] < 9(log>(1X1)*

Lemma 4.0.11. Let R be a finite group and let X be an inverse-closed subset of X. The
number of inverse-closed subsets S of X is 2X). In particular, R has 2°®) inverse-closed
subsets.

Proof. Given an arbitrary inverse-closed subset S of X, S NI(X) is an arbitrary subset of
I(X) whereas in SN (X \ I(X)) the elements come in pairs, where each element is paired up
to its inverse. Thus the number of inverse-closed subsets of X is

[XAI(X)]

SII(X)| ML pe(x)

The last statement follows using X = R. O

The following important results by the third author deal with the case where there is a
graph automorphism that is also a group automorphism of R.

Theorem 4.0.12 ([154], Lemma 2.7). Let R be a finite group and let ¢ be a non-identity
automorphism of R. Then, one of the following holds

IR
1. the number of p-invariant inverse-closed subsets of R is at most 2¢(f) =55 |

2. Cg(p) is abelian of exponent greater than 2 and has index 2 in R, R is a generalized
dicyclic group over Cr(yp) and ¢ = tcy(y)

3. R is abelian of exponent greater than 2 and ¢ is the automorphism of R mapping each
element to its inverse.

Proposition 4.0.13 ([154], Proposition 2.8). Let R be a finite group and suppose that R
is not an abelian group of exponent greater than 2 and that R is not a generalized dicyclic
group. Then the set

{SCR|S=S5"R<Nyyrmns) (R}

has cardinality at most 26(R)=IRI/96+(log, [R])*
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Notation 2. With R a finite group that is neither abelian of exponent greater than 2 nor
generalised dicyclic, we define

SN = {S - R | S = Sil, E|f S NAut(F(R,S))(N) with f 75 1 and 1f = 1},

so that |Sn| is a value we aim to bound to prove Theorem 4.0.4. We divide Sy into three
subsets:

Sy =={S € Sy | R < Nayr(r.s)(R)},
Tn :={S €Sy \Sk |3z € R and 3f € N aut(r(r,s)) (V) with 1/ =1 and 2/ ¢ {x,271}},
Uy =Sy \ Sy \ Tw

S0
Sy = Sy UTn Uldy.

Observe that
Uy ={S €Sy \ Sy |Vf e N aut(r(r,s)) (V) with 1/ =1 we have z/ € {z,271}Vz € R}.

Proposition 4.0.13 already provides us with a bound for \S}V| In the next section, we will
show that |Un| = 0.

4.1 Graph automorphisms that fix or invert every group ele-
ment

The bulk of this section consists of a long lemma in which we show that if a nontrivial
permutation that fixes or inverts every element of a group exists, then the normaliser of R
in the appropriate group is in fact larger than R. This means that any connection sets that
could arise in Uy have actually already arisen in Sk, and therefore do not appear in Uy.

Lemma 4.1.1. Let G be a subgroup of Sym(R) with R < G and with the property that
r9 € {r,r=1}, for every r € R and for every g € G1. Then Ng(R) > R.

Proof. We argue by contradiction and, among all groups satisfying the hypothesis of this
lemma, we choose G with |R||G| as small as possible and with

R =Ng(R).

In this proof, we denote by 9 the image of the point r € R via the permutation g and we
denote by 79 := g~ 1'rg the conjugation of r via g.

Let M be a subgroup of G with R < M. For every r € R and for every x € M1 = M NGy,
r® € {r,r~1}, and, from the modular law,

R=MnNR=MnNg(R) = Ny(R).

Therefore, by the minimality of our counterexample, we get M = G. As M was an arbitrary
subgroup of G with R < M, we deduce

R is a maximal subgroup of G. (4.1.1)

Let K be the core of R in G, that is, K :=cq R7.
We claim that
the core of R in G is 1. (4.1.2)
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To prove this claim we argue by contradiction and we suppose that K # 1. Let G be
the permutation group induced by G on the action on K-orbits. Moreover, we let " : G — G
denote the natural projection.

Let H be the kernel of ~. Thus H is the largest subgroup of G fixing each K-orbit setwise
and H < G1 K. Since R is a maximal subgroup of G and R < RH < (G, we have that either
R=RH or G=RH.

In the first case, H < R and, since H < G1K, from the modular law we obtain H <
RNG1K = (RNG1)K = K, that is, H = K. Moreover, as H = K < R, we have R = N&(R).
Now, R is a regular subgroup of G < Sym(R) and, for every ¥ € R and for every g € Gy,
we have #9 € {r,77'}. Using our assumption that K # 1, we get that |R| < |R|, and by
the minimality of our couterexample we have that G = G/K = R/K = R. That is, G = R
contradicting the fact that R is a proper subgroup of G.

So the second case holds, and G = RH, so Gy acts trivially on K-orbits. In other words,
(G fixes each K-orbit setwise. Thus H = KG1, and consequently

KGy, <G. (4.1.3)

Suppose there exist * € Gy and r € R such that r* = r~! and o(rK) > 3. Then
r® =r~l e r7l!K = (rK)™! # rK, contradicting the fact that G fixes each K-orbit. This
shows that,

for every x € Gy and for every r € R either r* = r or o(rK) < 2. (4.1.4)

Let L be the subgroup of R fixed pointwise by G, that is, L := {r € R | G, = G1}. (The
set L is indeed a subgroup of R, because it is a block of imprimitivity for the action of G on
R containing the point 1.) Clearly, L < R, because G; # 1. Now, from (4.1.4), we deduce
that, for every r € R\ L, o(rK) < 2. Hence,

R KL
every element in 178 \ N is an involution. (4.1.5)

Now, by (4.1.5), we must have (zK € R/K | 22 ¢ K) < L/K. Since either |R/K : (zK €
R/K |22 ¢ K)| =2 or R/K is a 2-group, we deduce that one of the following holds

1. R/K is an elementary abelian 2-group,
2. R=KL,
3. |R: KL| =2 and every element in R/K \ KL/K is an involution.

In what follows, we analyze these three alternatives.
CasE (1)
Since R/K and G are elementary abelian 2-groups, we deduce that G/K is a 2-group. From

R/K < G/K, it follows that Ng /g (R/K) > R/K. So Ng(R) > R, but this contradicts our
choice of G and R.

CASE (2)

Let f € G with f # 1. Now, as G; normalizes K, the action of f on the points in K
coincides with the action of f by conjugation on K. Thus, k*/ = kf € {k,k='}, for every
k € K. In particular, ¢ is a non-trivial automorphism of K with the property that it maps
each element to itself or to its inverse (so every inverse-closed subset of K is invariant under
ty). Therefore using Theorem 4.0.12 only one of the following holds true:

e K is abelian of exponent greater than 2 and ¢y = ¢ is the automorphism inverting each
element of K,
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e K is generalised dicyclic over an abelian subgroup A of exponent greater than 2 and
Lf =14,

o K = Qg x Cf, for some £ > 0, and v € {Li by, Ui }-

Since R = KL and since G, fixes L pointwise, the action of ¢ € G; on R is uniquely
determined once the action of g on K is determined. Since we have at most four choices for
the action of g € G on K, we deduce that |G| divides 4. If |G| = 2, then |G : R| = 2 and
hence R < G, which contradicts R = Ng(R). Thus 4 = |G| = |G : R| and K = Qg x C%, for
some ¢ > 0.

Since |G : R| = 4, the transitive action of G on the right cosets of R gives rise to a
permutation group of degree 4 and hence G/K is isomorphic to a transitive subgroup of
Sym(4). As R/K = Ng/k(R/K), we deduce that G//K is isomorphic to either Sym(4) or
Alt(4).

If R/K were a 2-group, we reach a contradiction using the same argument as in Case (1).
So R/K is a maximal subgroup of G/K which is not a 2-group, hence R/K isomorphic to
either Sym(3) or Alt(3).

Let C be a Sylow 3-subgroup of R. Thus C = (c) is a cyclic group of order 3. Since K
is a 2-group and R = K L, replacing C' by a suitable R-conjugate, from Sylow’s theorem, we
can assume that C' < L. Let k € K with k ¢ L. As k is not fixed by each element of Gy,
there exists x € G such that k% = k=1 # k. Now, as = ¢, we obtain

(C/{:)I _ Ck:z _ C$*1ka: _ Ck:Lm _ Ck*1 — kL (4.1.6)

On the other hand, (ck)* € {ck, (ck)~'}. If (ck)* = ck, then we deduce k = k1, contradicting
the fact that k% # k. If (ck)® = (ck)~!, we deduce k~'c¢™! = ck~! and hence k~! = ck~lc =
c?(k~1)*. Again we obtain a contradiction because k and k‘ belong to K but ¢* ¢ K.
CASE (3)

Before proceeding with this case, we collect some information on G/K. Observe that in this
case, R/K is a generalized dihedral group over the abelian group KL/K. Consider the set
Q of the right cosets of R/K in G/K. By (4.1.1) R/K is a maximal subgroup of G/K. So
G/K is a primitive permutation with generalised dihedral point stabilisers.

These groups were classified in [49, Lemma 2.2]. Using this and the fact that G is 2-
elementary abelian group, the only possibility that can occur is that G/K is a primitive
group of affine type of degree |R : K| = |G1|. Since G = Gi1R and RNG1 = 1, G1K/K
acts regularly on Q. Moreover, as KG; < G by (4.1.3), G1K/K is the socle of G/K. Since
every element of (G is an involution (it fixes or inverts each element of R), then G1 K/K is
an elementary abelian 2-group.

Now, R/K acts by conjugation irreducibly as a linear group over the elementary abelian
2-group G1K/K. Let (K € LK/K\{K}. Since LK /K is abelian, then Cg, g/ ((K) = {aK €
G1K/K | {7'afK = aK} is stable under the conjugation by uk, for every uK € LK/K.
Further, since R/K = (rK,LK/K) , where rK = r~ 'K, and r~YrK = (7'K, for every
(K € LK/K, then Cg, /i (¢K) is stable under the conjugation by xK. In other words, we
proved that Cg, g/ ((K) is a proper R-submodule of the irruducible R-module G K /K, and
consequently Cg, g/x ((K) is trivial. Summing up, KL/K is abelian and Cg, g/x((K) is
trivial for every (K € LK/K \ {K}. Thus KL/K is a cyclic group of odd order. Moreover,
as the socle G1K/K has even order, |KL/K| must be odd. We let t := |[KL/K|. At this
point, the reader might find it useful to consider Figure 4.1. Since KL/K is cyclic, there
exists ¢ € L with (¢)K = KL and with o(cK) = t.

Suppose now that K < L and let k € K \ L. As k is not fixed by each element of G1,
there exists x € G with k¥ = k~! # k. Now, since z fixes ¢, we are in position to use the
same argument as in Case (2). That is (4.1.6) holds, and consequently either k = k! or
c? € K. Since k # k=1 and o(cK) =t is odd, in both cases we get a contradiction.
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Figure 4.1: Local structure of G

We conclude that K < L. (For the proof here, it might be useful again considering
Figure 4.1.) In particular, KL = L. Fix r € R\ L. As |R: L| = 2, we have R = LU rL.
Now, LG, fixes L and rL setwise. The action induced by LG1 on L is the regular action of
L because (1 fixes L pointwise. As LG1 < G, we must also have that the action of LGy on
rL is simply the regular action of L. In particular, for every = € (G1, there exists £, € L with
the property that

(ré)* =reél,, V0 € L.

The set {¢; | x € G1} forms a subgroup of L, which we denote by T. As G is elementary
abelian, so is T'.
Summing up, we have

=4, (rf)* =rll,, Yr € G1,Vl € L.

Using this and the fact that T is a group we see that, if € G fixes some point in rL, then
£, = 1 and consequently x fixes all points in L. Further, x fixes all points in L, hence z = 1.
Therefore, each element in G\ {1} acts fixed-point-freely on rL. Now, let x € G1\ {1}. Since
(r0)* € {re,(rf)~'} for each £ € L we deduce that (r£)* = (rf)~! for every ¢ € L. Hence
G1\ {1} = {z}. Therefore, |G1| = 2 and |G : R| = 2 contradicting the fact that Ng(R) = R.

We have shown that none of the three alternatives is possible. Therefore, we obtain a
contradiction, and the contradiction has arisen from assuming K # 1. Hence K = 1, which
is our original claim (4.1.2).

Now, as R is maximal in G and as R is core-free in G, we may view G as a primitive
permutation group on the set Q = G\ R of right cosets of R in G. Observe that in this action
G acts as a regular subgroup and it is an elementary abelian 2-group which itself is core-free
in G.

The primitive permutation groups containing an abelian regular subgroup have been
classified by Li in [85]. Applying this classification [85, Theorem 1.1] to our group G in its
action on () and to its elementary abelian regular subgroup 1, we deduce that one of the
following holds:

1. G is an affine primitive permutation group,

2. the set Q admits a Cartesian decomposition Q = A’ (for some £ > 1) and the primitive
group G preserves this cartesian decomposition; moreover, 7¢ < G < TwrSym(¢),
where the action of T'Q Sym(£) on A’ is the natural primitive product action. The
group T is either Alt(A) or Sym(A), G1 = G111 x Gi2 x -+ x Gy with Gy ; < T and
with G'1; acting regularly on A, for each i.
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Now, we shall see that neither of these two alternatives is possible.
Caske (1)
Let V be socle of G. Thus V <4 G and V is an elementary abelian 2-group. Observe that

G =VR=GR,

where the first equality follows from the fact that V" acts transitively on €2 with point stabiliser
R and the second equality follows because GG acts also transitively on R with point stabilizer
G1. Moreover,

VNR=1=G1NR,

where the first equality follows because V' acts regularly on € with point stabilizer R and the
second equality follows because R acts regularly on itself with point stabilizer G.
Since (G is a regular subgroup of the affine group G, from [36, Corollary 5 (1)], we deduce

VNG £ 1 (4.1.7)

Let
N = Ng(V N Gl) and let @ := NR(V N Gl)

Since (71 is abelian, we have GG; < NN and hence
N=NNG=NNRG, =(NNR)G1 = QG;.
Similarly, since V' is abelian, we have V' < N and hence
N=NNG=NNRV =(NNR)V =QV.

Thus
N =QG; =QV. (4.1.8)

Let r € R and let v € V N Gy. We recall that r¥ € {r,r~1}.

If ¥ = r, then 1" = r = ¥ = 1" and hence rvr—! € G;. If ¥¥ = r~!, then 1 =
r~! = r¥ = 1Y and hence rvr = r2(r~lvr) € G;. As V < G, we have r~lor € V and
hence 72V € G1V/V. Since all the elements of G1V/V have order at most 2, it follows that
r*V =V, that is 7* € VN R = 1. This shows that, if o(r) # 4, then r~lvr € V N G1.
Therefore, all elements of R of order different from 4 normalise V N G and hence they all lie
in Q.

This shows that R\ @ is either empty, or contains only elements of order 4. In the first
case (4.1.8) yields Ng(VNG1) = N = QV = RV = G, that is VN Gy < G. Since V is
the unique minimal normal subgroup of G and since V NGy # 1 by (4.1.7), we deduce that
V =V NGy, that is, V < Gp. However, this contradicts the fact that G is core-free in G.
Thus

@ < R and every element in R\ ) has order 4.

For every r € R\ @, r? does not have order 4, so 72 € (). This shows that @ contains the
square of each element of R, hence
QIR (4.1.9)

and R/Q is an elementary abelian 2-group.

Let z € Gy and let r € R. If ¥® = r, then rar—' € G < G1Q = N. If r* = v~ then
rezr € G7 and hence rar = r?(r~lzr) € G; < G1Q = N. Since r? € Q, we deduce that
r=2.r%(r~tzr) = r~lzr € N. We have shown that,

for every r € R, r~'Gyr < N. (4.1.10)



CHAPTER 4. ASYMPTOTIC ENUMERATION OF CAYLEY GRAPHS 142

From (4.1.9) and (4.1.10), we deduce that R normalises G1@) = N. Since G also normal-
izes N, we have that RG7 = G normalises N, that is,

QV = QG = N 4G. (4.1.11)

Since @ < R and since R is a maximal subgroup of G by (4.1.1), we deduce that either
N¢g(Q) = G or Ng(Q) = R. If Ng(Q) = G, then @ is a normal subgroup of G contained in
the core-free subgroup R. Therefore @ = 1. From (4.1.8), we have G1 = QG; = N = QV =
V', contradicting the fact that G, is core-free in G. Thus

Na(Q) = R. (4.1.12)

When G is viewed as a permutation group on R, QG is the setwise stabilizer in G of
@ C R, hence we can consider the permutation group induced by N = @G, in its action
on Q. From (4.1.12), we have Ny(Q) = NN R =QG1iNR =Q(GiNR) =Q. Let H
be the kernel of the permutational representation of N on (). Note that H < G7. Now,
QH/H is a regular subgroup of N/H < Sym(Q) and, for every rH € QH/H and for every
gH € G1/H, we have r9H € {rH,r~'H}. If Ny/g(QH/H) = QH/H, from the minimality
of our counterexample, we deduce that either N = G or G acts trivially on @. In the first
case, G = N = Ng(VNGy), that is G NV is a normal subgroup of G. Since V' is the unique
minimal subgroup of G, and since VN Gy # 1 by (4.1.7), we deduce that V =V NGy, and
consequently, V = G1. However, this contradicts the fact that G is core-free in G. Therefore
G fixes @ pointwise, that is, GG1 is the kernel of the action of N = QG1 on ) and hence

Gy <N =QG, =VG. (4.1.13)

Let
U:=(G]|geq).

Observe that U < G. From (4.1.11), for every g € G, we have G{ < N9 = N, that is U < N.
Moreover, for every g € G, from (4.1.13), we have GY < N9 = N. Since (G is an elementary
abelian 2-group, then each G is a normal 2-subgroup of N, for every g € G. Consequently
U is a normal 2-subgroup of G. In particular, U N R is a normal 2-subgroup of R.

Since V is an irreducible FoR-module and U N R < R, we deduce that V is completely
reducible Fo(U N R)-module by Clifford’s theorem. Since V' has characteristic 2 and since
U N R is a 2-group, this can happen only when

UNR=1.

Since V is the unique minimal normal subgroup of G and since U <G, we have V' < U. Further,
U=UNG=UNGR=(UNR)G; = G; and hence V = G;. This is a contradiction because
V is normal in G but G is core-free in G.

Therefore we can assume that Ny, g (QH/H) > QH/H. That is, there exists a non-
identity element g € G normalizing QH/H. Hence, for every r € Q, g~'rg = uh, for some
u € Q and for some h € H. Since g € Gy, and 79 € {r,r~'}, we get u = v = 1%/ =
197'79 = 9. This means that g trgH € {rH,(rH)'} for every r € @, and consequently ¢,
is a non-identity automorphism of QH/H with the property that (rH)% € {rH,(rH) '},
for every rH € QH/H. Thus from Theorem 4.0.12, Q = QH/H is either an abelian group
of exponent greater than 2 or a generalized dicyclic group.

Since V' is an irreducibly Fo R-module and O2(Q) < R, we deduce that V' is completely
reducible F3(@Q)-module by Clifford’s theorem. Since V' has characteristic 2 and since O2(Q)
is a 2-group, this can happen only when

0,(Q) = 1. (4.1.14)
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If @ is a generalised dicyclic group, that is, Q@ = Dic(A,y,x), with A an abelian group of even
order and of exponent greater than 2, and y an involution in A, then (y) is a characteristic
subgroup of order 2, which contradicts (4.1.14). Thus @ is an abelian group, and @ has odd
order by (4.1.14). Since N = QV = QG by (4.1.11), and since V < N, then V is the unique
Sylow 2-subgroup of N. As |G| = |V] and G; < N, we get G; = V. This contradicts the
fact that G is core-free in G.

CASE (2)

We identify Q with A, and we recall that Alt(A)* < G < Sym(A)wrSym(f). Let §; € A
and let w = (01,...,01) € Q. Since R is a maximal subgroup of G, replacing R by a suitable
conjugate we may suppose that R = G,,. Now, Alt(A\ {6;})* < R. Further, recall that
G1=G11 X G2 X -+ x Gy, where G1; < Sym(A) is an elementary abelian 2-subgroup of
acting regularly on A, for each i. Let do € A\ {61}. As G11 < Sym(A) is transitive on A,
there exists g € G11 such that 6“&7 = 02 and, since G, is a 2-group, rearranging the points
from 03 onwards if necessary, we can assume

g = (81 02)(0304) (05 J6) (37 0g) - - - -

(Observe that |A] > 8 because |A| is a power of 2 larger than 5.) Let consider the 3-cycle
r = (02 93 04) and observe that it lies in R because it fixes the point §; and R = G,,,.

In this new setting, to look at the original action of G on R, we have to identify the set
R with the set of right cosets of G; in G. In particular,

Gl'f‘ = G1 (52 (53 54)
is such a point. We have
Girg = G1(92 03 64)(61 02)(03 04) (05 d6) (97 I8) - - - = G1(d1 62 04)(05 d6) (07 Ig) - - - .

Since neither rgr=! € Gy nor rgr € Gy, then Girg ¢ {G1r,Gir~'}. This contradicts our
hypotheses.

We have shown that neither of the alternatives is possible. Therefore, we have contradicted
the existence of such G and R. O

This is sufficient to show that Uy is empty.

Corollary 4.1.2. When R is neither abelian of exponent greater than 2 nor generalised
dicyclic, Uy = @.

Proof. Recall from Notation 2 that when R is neither abelian of exponent greater than 2 nor
generalised dicyclic

Sy = {S CR ’ S = S_l, Hf € NAut(F(R,S))(N) with f 7£ 1 and 1f = 1},

while
Sk ={S € Sn | R < Nawyr(r,s))(R)},

and
Uy ={S €Sy \ Sk | Vf € N aut(r(r,s)) (V) with 17 =1 we have 2/ € {z,27'}Vz € R}.

Notice that the set of all elements of Aut(I'(R, S)) that fix the vertex 1 and fix or invert every
other element of R is a subgroup of Aut(I'(R,S)). By Lemma 4.1.1 with G being generated
by R and the set of all such elements, we have Uy = @. This is because every set that could
lie in U must appear in S}V. 0
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4.2 Groups with a “large” normal subgroup

We begin this section with a lovely little general result showing that in a non-abelian group,
there cannot be a group automorphism « such that the result of computing nn® is constant
for more than 3/4 of the group elements (and in fact in an abelian group, this can only
happen if « is the automorphism that inverts every group element). For the special case
where « is trivial and the constant is 1, our proof relies on (so does not replace) classical
work by Liebeck and MacHale [88].

Lemma 4.2.1. Let N be a group, let o be an automorphism of N and let t € N. Then one
of the following holds:

1. {n € N | nn® =t}| < 3|N|/4,
2. N is abelian, t =1 and n® =n~"! Vn € N.

Proof. We let S := {n € N | nn® = t}. Suppose |S| > 3|N|/4. Observe that, for every
n € S, we have n® = n~'t.

As |S| > 3|N|/4, we have S* 'NS # @. Let n € 8% ' NS, so that n,n® € S. Then nn® =t
because n € S, and n%(n®)* =t because n® € S. Therefore, t = n%(n*)* = (nn®)* = t°,
that is, t = .

As|S| > 3|N|/4, we have |S-tNS| = |S-t|+|S|—|S-tUS| > 3|N|/4+3|N|/4—|N| = |N|/2.
Let n € S-tNS. Then n = mt, for some m € S. Therefore

Tt =nT M =nY = (mt)® = m®t* =m -t

From this we obtain mt = t~'m, that is, t™ = t~'. As n = mt, we also have t" = ¢t~
We have shown that, for every n € S -t NS, we have t" = t~!. For every two elements
ni,ne € N with t" = t7! = "2, we have n1n2_1 € Cpn(t). Therefore, we deduce that
IN|/2 < |S-tNS| < |Cpy(t)]. Thus N = Cy(t) and t € Z(N). Moreover, for every
n € StNS, we have t" =t~ ! and, as t € Z(N), we have t" = t. Thus t? = 1. Summing up, ¢
is a central element of N of order at most 2.

Suppose that t = 1. Then S = {n € N | n®* = n~!}. In particular, « is an automorphism
inverting more than 3|N|/4 of the elements of N. From a classical result of Liebeck and
MacHale [88], we deduce that N is abelian and « is the automorphism inverting each element
of N, that is, n®* =n~! Vn € N.

Suppose that t # 1. Since t € Z(N) and since t¢ = ¢, we may consider the group
N := N/(t) and the induced automorphism & : N — N. In particular, in N, the set S
projects to the set S = {n € N | a® = 7~'}. Since this set has cardinality larger than
3|N| /4, applying again the theorem of Llebeck and MacHale, we deduce that N is abelian
and n® = n~! Vi € N. It follows that, for every n € N, n® € (t)n~! = {n~1, tn=1}.

Set 8’ := {n € N | n® = n~1}. In particular, {S,S'} is a partition of N and |S'| =
N\ S| < N|/4

Suppose that N is not abelian. As [N \ Z(N)| > |N|/2 and |S| > 3|N|/4, there exists
n € (N\Z(N))NS. Since N is abelian, we have [N, N] = (t), from which it follows that
IN : Cn(n)| = 2. For every m € Cy(n) NS, we have (nm)® = n®m® = n~1t - m™ 1t =
n~tm~ 1% = m~In=! = (nm)~! and hence nm € S’. This shows that n(Cy(n)NS) C S
Now,

Sl = In(Cn(n) NS)| = [Cn(n) NS| = [|Cn(n)| + S| = [Cn(n) US|
!N [ IV
4 b
contradicting the fact that |S’'| < |N|/4. This contradiction has arisen assuming that N is
not abelian and hence N is abelian.

> [Cn(n)| +[S] = N[ = |S| =
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Now, for every n,m € S, we have (nm)® = n~'-m~1t = n~'m~%2 = (nm)~! and hence
nm € 8. Therefore, S-S C &', but this is impossible because |S’| < |S]. This contradiction
has arisen from assuming ¢ # 1 and hence ¢t = 1 and the proof is now complete. O

We will also require a similar result that considers when inversion is applied after the
automorphism.

Lemma 4.2.2. Let N be a group, let o be an automorphism of N and lett € N. Then one
of the following holds:

1. {n € N | n(n®)~t =t}| < 3|N|/4,
2.t=1and n*=nVne N.

Proof. The proof of this is very similar to the proof of Lemma 4.2.1, so we omit some of the
repeated details.

We let S := {n € N | n(n®)~! = t}. Suppose |S| > 3|N|/4. Observe that, for every
n € S, we have n® =t~ n.

As before, by taking some n € s¥'ns , we can conclude that ¢ = t*.

As |S| > 3|N|/4, we can argue as before that |[S~'¢tNS| > |N|/2. Let n € S~'tNS. Then
n = mt, for some m € S~!; that is, m~! € S. Notice that this means (m~1)* =t"!m~!, so

m® = mt. Therefore

tHmt) = t7n = n® = (mt)® = m*t* = (mt)t.

From this we obtain mt = t~'m, that is, t™ = t~!. As n = mt, we also have t" = t~1. We
have shown that, for every n € S71t NS, we have t" = t~!. As before, this implies that
IN|/2 < |87 NS| <|Cn(t)]. Thus N = Cy(t) and t € Z(N). As before, this implies that
t? = 1. Summing up, ¢ is a central element of N of order at most 2.

Suppose that ¢ = 1. Then S = {n € N | n® = n}. In particular, « is an automorphism
fixing more than half of the elements of N. Since the set of fixed points of an automorphism
is a subgroup of N, we deduce that o = 1; that is, n® =n Vn € N.

Suppose that ¢ # 1. Since t € Z(N) and since t* = ¢, we may consider the group
N := N/(t) and the induced automorphism & : N — N. In particular, in N, the set S
projects to the set S = {n € N | n® = in}. Since this set has cardinality larger than |N|/2,
again we see that n® = i ¥n € N. Tt follows that, for every n € N, n® € (t)n = {n, tn}.

Set 8’ :={n € N | n® = n}. In particular, {S, S’} is a partition of N and |S’'| = |[N\ S| <
IN|/4.

Now, for every n,m € S, we have (nm)® = (tn)(tm) = (nm)t?> = nm since t is central of
order 2, and hence nm € §’. Therefore, S-S C &', but this is impossible because |S'| < |S].
Again this contradiction completes our proof. ]

Our next few results show that except in some very special cases, if we have a group T
with an index-2 subgroup N and a permutation of T' that has a very specific sort of action
on every element of the nontrivial coset of N in 7', then the number of subsets of T that are
closed under both inversion and this permutation is vanishingly small relative to the number
of Cayley graphs on T'.

Lemma 4.2.3. Let T be a finite group, let N be a subgroup of T having index 2, let v € T\ N,
lett € N and let ap : T — T be any permutation defined by

n® €N and (yn)* =~tn,Vn € N.
Then one of the following holds:

[N]

LHXCT|X = X1, x% = X}| < 2201,
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2. T =2 Oy x CS for some £ € N, t is the only non-identity square in T and N is an
elementary abelian 2-group,

3. o(t) =2, t =~ and T = Dic(N,~2,7),
4ot=1.

In parts (2), (3) and (4), if n® € {n,n"1} for every n € N, then we have z** € {x,z7'}
Ve eT.

Proof. If t = 1, then we obtain part (4). Thus, for the rest of the argument, we assume t # 1.
Observe that oy fixes N setwise and induces on T'\ N a permutation which is the product
of disjoint cycles each of whose lengths is o(t). For simplicity, we let S :={X C T | X =
X1 X = X}
If o(t) > 3, then

5] 2 2 TR _ oy 51 _ pRIIOOLLI sl oL

and hence part (1) follows.

The only remaining possibility is o(t) = 2. Consider H := (o, ), where ¢ : T — T is the
mapping defined by z* = 27! Vo € T. Clearly, S € S if and only if S is H-invariant. The
orbits of H on 7'\ N have even cardinality because o(a;) = o(t) = 2 and o has no fixed
points on 7'\ N. There are only two possibilities for H having an orbit of cardinality 2 on
T\ N:

e this orbit is {yn,vtn} where both yn and ~ytn are involutions (in this case ¢ fixes both
yn and ytn),

e this orbit is {yn,ytn} and (yn)~! = ytn (in this case (yn)¥ = (yn)").

1 1

Let ng be an element in N with o(yng) = o(vytng) = 2. As o(yng) = 2, we have ngy =y~
and hence

ny
1 = (vtng)* = ytnoytng = vty

Therefore t(y'ng')t = 7y 'ngt.

naltno.

Since o(t) = 2, we deduce (ngy)"! = ngy, that is, ngy €
Cr(t). As yng = (ngy)? ' € C;r(t)f1 = Cp ("), the elements of the first type are in the

set
1

—1 —

A:=I([T\N]INCr(t" ))=1(Cnn(t" )).
Let n1 be an element in N with (yn1)~! = ~tni. Let n € N and suppose that ynin € T\ N
also satisfies (fynln)_l = ~tnin. This means n_lfytnl = ~tnin, that is, n(tn) ™ — 1
Therefore, the elements of the second type are in the set

B:=~vni{nec N |n" =n"1}

Observe that A or B might be the empty set: A = & when there is no involution in
CT\N(tV_l), B = @ when there is no element ny; € N with (yn1)~! = ytn;. Observe also
that AN B = @: indeed, if yn € AN B, then (yn)? = 1 and (yn)~! = 7tn, that is t = 1,
which is a contradiction.

Since X € § if and only X is a union of orbits of H, we get

[AUB| | |[T\N|-|AUB| [AUB| | |[T\N]| IN|+[I(N)| | JAUB| | |N|
|S| < QC(N)+ 7 T 1 :2C(N)+ T T 41 =29 2 +5=+7

[T+ I(N)| | [AUB| _ |N| [T+ I(N)] | JA] 1B |N] [TIHI(NUA] _ JA[ | |B] _ [N] Al 1Bl _ |N]
— 2 tt1 71 — =2 taiti 71 =92 =2 (T)

—a T <o) T T

If |B| < 3|N|/4, then
‘S| < 2c(T)+%f% — 2c(T)fﬁ
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and part (1) follows. Suppose now that |B| > 3|N|/4, that is, [{n € N | n?™ = n=1}| >
3|N|/4. This means that the action of vtn; by conjugation on N inverts more than 3/4 of
the elements of N. From [88], N is abelian and the action of tn; by conjugation on N
inverts each element of N. Therefore B O vN and hence v € B. Therefore v~! = 4t, that is,
t = ~% (since o(t) = 2). When N is an elementary abelian 2-group, we deduce T' = Cy x C%
for some ¢ € N and hence part (2) holds. When N has exponent greater than 2, we deduce
T = Dic(N,~?,v) and hence part (3) holds. O

The hypotheses of the next lemma look much like the previous one, with the additional
assumption that N is abelian (of exponent greater than 2), and a different action on the
nontrivial coset of N. The exceptional cases and the proof are quite different, though.

Lemma 4.2.4. Let T be a finite group, let N be an abelian subgroup of T having index 2 and
exponent greater than 2, lett € N, let v € T\ N, let ay : T'— T be any permutation defined

by
n® eN and (yn)™ =~tn~!,¥n € N.

Further suppose that either o(y) = 2, or (yn)* = yn whenever o(yn) = 2. Then one of the
following holds:

L{XCT|X =X X% =X}| <2¢D-51

2. T is abelian and t = v~ 2;
3. T=QgxC4and N=Cyx Ch for some £ € N;

4ot=7% T (zy|a* =y* = (zy)*, 22 = y?) x C§ and N = Cy x C5™ for some £ € N,
(The group with presentation (x,y | x* = y* = (zy)4, 2* = y?) has order 16.)

In parts (2), (3) and (4), if n® € {n,n"1} for every n € N, then we have z** € {x,z7'}
Ve eT.

Proof. We let ¢ : T — T the permutation defined by z* = z~! Vz € T. Since N is abelian,
for every n € N, we have

(yn)F = (1)) = (3tn~1)* = t(tn™") ™" = ytnt™ = .

Thus o is a permutation having order 2. Clearly, + has also order 2. For simplicity, we let
S={XCT|X=X"1 X=X} Inparticular, X € S if and only if X is {ay, ¢)-invariant,
that is, X is a union of (a, ¢)-orbits.

Observe that n=1y™ 1 = v . (v In71y71) and v 'n~1y~! € N because |T : N| = 2.
gl

Therefore
(R~ = (v- 77 'y T =yt (4.2.1)
We divide the proof in two cases.
CASE (yn)* = yn WHENEVER o(yn) = 2.
Note that
7| [T _ 7], H(N)|, LT\ N)| IN| |, (T \N)|
T)y=—+"—"*+="+ =c¢N)+ —+ —7——.
e(T) 5 T 5 5t 5 c()+2+ 5

So ¢(N) =¢(T) = |N|/2 —|I(T\ N)|/2.
Given n € N, the (1)-orbit containing yn is {yn,n"1y~1}. Now there are only two
possibilities for a; not fusing this (¢)-orbit with another (¢)-orbit. The first possibility is
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when ay fixes both yn and n~'y~!; the second possibility is when (yn)® = (yn)*, that is,
ytn~t =n~ty7 L Let

A:={neN| () =n,(n 'y 1) =n"1y71},
B:={neN |~ytnt=n"1y1}

Given n € A, we have ytn~! = (yn)* = yn and, from (4.2.1), ytyny = (n 1y~ 1) =
n~ 1y~ The first equality yields n? = ¢. The second equality yields

1 1 1

t=v""n"y Py =TTy T =Ty,

where in the second equality we have used that 42 € N and that N is abelian. Therefore,
if n € A, then n? = t and t = v '¢t7'y73. Observe that the second condition does not
depend on n any longer. This means that we have two possibilities for A; either A = &,
or A = npQa(N) where Qo(N) := {n € N | o(n) < 2} and where ng € N satisfies n3 = .

Summing up

A 1%} if there is no n € N with n? = t,or if t # v~ 1~ 1y73,
| n0Q(N)  where ng € N satisfies n2 =t and t = 1t 1573,
Given n € B, we have t = v In~'y"In = v In"lyny=2 = [y,n]y~2 (using v € N in

the second equality). This means that we have two possibilities for B; either B = &, or
B =n1Cn(7) where ny; € N satisfies t = [y, n1]y~2. Summing up

2

B @ if there is no n € N with t = [y, n]y~2,
n1Cn(y) where ny € N satisfies t = [y, n1]y°.

We claim that AN B = {n € N : o(yn) = 2}. Certainly if o(yn) = 2 then by the case
we are in, (yn)® = yn = (yn)~! and therefore n € AN B. Conversely, if n € AN B then
(yn)* = yn and (yn)* = (yn)~!, so o(yn) = 2. Therefore |[ANB| = |I(T \ N)|.

Using the sets A and B we are ready to estimate |S|. Indeed, we have

N\(vAULB A\ (ANB B\~v(ANB
|S| < 2C(N)+h \(’Y4 ol )\+\w \vé )I+Iv \*r(2 )|+|~/(.AHB)| (4.2.2)

N A B N N A B I(T\N N A B ANB
(Y24 44181 o) L 04 44 81 0L - bl

If A= B = @, then part (1) follows immediately. Suppose then A and B are not both
empty. If A = &, then part (1) follows as long as N # Cy(y). If N = Cn(7), then [y,n1] =1
and hence t = y~2. Thus, we obtain part (2). If B = &, then part (1) follows as long as
N # Q9(N). However, since we are assuming that N has exponent greater than 2, we cannot
have N = Q9(N). Thus we have finished discussing the case A = @ or B = @. We now
assume A # @ # B. In particular, [N : Cy(y)| > 2 and |N : Qa(N)| > 2. If [N : Cn(7)| > 3

or if [N : Q(N)| > 3, then from (4.2.2) we have

S| < 26 =GR e =Bl L _ e -1

and part (1) follows.

It remains to deal with the case that |[N : Qo(N)| = 2 = |[N : Cn(v)], so A and B
are both cosets of an index 2 subgroup of N. If AN B # & then since both are cosets of
index-2 subgroups of N, it is straightforward to see that their intersection has cardinality at
least |N|/4, and part (1) follows. If AN B = &, we obtain that A and B are both cosets
of the same index 2 subgroup of N. Therefore, Cx(y) = Q2(N) and N = Cy x C§ for
some £ € N. Let us call this index-2 subgroup of N, M. Therefore, we have either A = M
and B= N\ M, or A= N\M and B = M. In the first possibility, we have n3 = 1,
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A= Qy(N), v* = 1 and 42 = [y,n1] = v 'n;'yn1. From this it follows v~1 = nylyn,.

Since n? = 4?2 is the unique involution that is a square in N, we get part (3). In the second
possibility, y72 = t = n2. If we also have (yng)? = t, then T = Dic(N,~2,7) and we obtain
again part (3). If (yng)? # t, then (v,n0) has order 16 and is isomorphic to the group with
presentation (x,y | z* = y* = (zy)* = 1,22 = y?) and we obtain part (4).

CASE o(y) = 2. For every n € N, from (4.2.1) (and using o(y) = 2), we have

(et = (ytn ) = (n 1) 7)) = (yty(n ) = (" (077
= (1) by = (1) "ty = ()7 n = (00 = (7).

Moreover, n®** ¢ N ¥n € N. Define z := (") and 6 : T — T by

n® =t and (yn)® = yzn, Vn € N.
In particular, § = azraye.
Recall that X € S if and only if X is (ay,¢)-invariant. Since 6 € (ay,t), we deduce that
X is also (¢, 0)-invariant.
SUBCASE o(z) > 3.
Since the orbits of § on 7'\ N have all length o(z) > 3, we have

[N+ I(N)] |, IN]_ |N]
2 ta2 %

T|+|I(N N| N
IOl N o) - 1N

S| < 255 = g

and part (1) follows.
SUBCASE o(z) = 2.

For every n € N, we have
(yn)* = (n71)™ = (y(n71) ") = (v2(n” 1)) = (0729)° = (=)’ = (v27n)’ = v22"n.

Define ¢’ : T — T by

n® =n’ and (yn)? = yzz"n, ¥n € N.
If X € S, then X is (4, ¢)-invariant and hence X is also (d,d')-invariant. Suppose z7 # z.
Since the orbits of (4,6") on T\ N have all length |(z, 27')| > 4, we have

IN|+I(N)] | IN] _IN| IT|+I1(N)] _ |N] V|
T te T =9 < e

S| < 25+ = 9
and part (1) follows.
Suppose o(z) = 2 and 27 = z. For every n € N, we have

() = (n719)’ = (y(n 1))’ = y2(n ) = 2y(n ) = 20ty = (yen) = ()™

This shows that 10 = d¢ in its action on T\ N and hence (¢ n, d7\ ) is an elementary abelian
2-group of order 1, 2 or 4. (Here we are denoting by v\~ and by o7\ the restrictions of ¢
and of 0 to 7"\ N.) This group cannot have order 1 because o(z) = 2 and hence ;7\ y is not
the identity permutation.

If this group has order 2, then ¢\ y must be either §;\y or the identity permutation.
Suppose that 7\ ny = 0\ - Then for every n € N we have n~ly =~zn, so n? = zn~! and
hence nn? = z. But since z # 1, Lemma 4.2.1 implies that we cannot have z = nn? for every
n € N.

So we must have ¢\ y being the identity permutation, that is, n~ly = (yn)* = yn, so
nY =n~! VYn € N. In particular, c(yN) = |[N| and ¢(T) = ¢(N) + |N|. Since the orbits of
(6) on T\ N have all length o(z) = 2, we have |S| < 26(N)+INI/2 — 2¢(T)=INI/2 and part (1)
follows.
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It remains to consider the case that (i m\n,d\n) has order 4. By the orbit counting
lemma, the number of orbits of (¢) on T'\ N is

SUT\N|+ [Fixp()) = J(T\ NI+ [T\ N)) =e(T\N).  (423)

Also, by the orbit counting lemma, the number of orbits of (;/1\n, 7\ n) on T\ N is

1 . . .
7 (N1 [Fixp v (0)] + [Fixry v (8)] + [Fix v (16)])
NI [Firw ()] [Fixpw @) [Fixn ()

= TN = 4 4 4
_ N Fixpw ()] [Fixgy v (20)]
= ¢(T'\N) -~ 1 + .
Fi 5
¢ oy N1 )]

where in the first equality we have used (4.2.3) and in the second equality we have used the
fact that ¢ has no fixed points on 7'\ N. Now, yn € Fixp\ n(¢6) if and only if yn = (yn)¥ =
vz(n~')7, that is, z = nn?. From Lemma 4.2.1, we deduce |Fixp\ n(:0)] < 3|N|/4 because
z # 1. Thus

S| < ge(N)+e(T\N) -1+ 28 ()L

and part (1) follows.
SUBCASE o(z) = 1.

In this case, t#Y = z = 1 and ¢” = t~!. In this case, for every n € N, we have
(yn) @ = (v(n~1))* =yt =t~y =ty = (vt 1) = (yn)*

This shows that tay = aye on T\ N, and hence (in particular) ¢z n, (¢ )7\ n) is an elementary
abelian 2-group of order 1, 2 or 4. If (au);\n is the identity mapping, then yn = (yn)* =
ytn~!, for every n € N. In particular, vt = ytt~! which implies t = 1. This means that for
every n € N, yn = (yn)® = yn~!, so that N is an elementary abelian 2-group, contradicting
our hypothesis that N has exponent greater than 2.

If 17\ v is the identity mapping, then ¢(yN) = |N| and hence ¢(T") = ¢(N)+|N|. Observe
that

Fixp\n(ar) := {yn [ t = n?}.

Let n2 = t, an easy computation shows that

Fixp\ y(at) = ynoQ2(N),

hence |Fixp\ y(a)| = [Q2(N)| < [N|/2. This shows that ((a)\n) has at most [N|/2 +
(IN|/2)/2 = 3|N|/4 orbits on T'\ N. Therefore

S| < ge(N)+2X _ oe(T) N+ 2N _ ge(r)- L
and part (1) follows. So we can assume that tp\ y is not the identity.

Since 4?2 = 1, when yrn = (a¢)\n, then t7ly = (yt)'T\N = (y1)* = v, s0 t = 1.
Further, n= 1y = (yn)'"\V = (yn)® = yn~!, for every n € N, that is T is abelian, and
part (2) holds.

It only remains to consider the case that (7 n, (o)) has order 4.

By the orbit counting lemma, the number of orbits of (¢, ;) on T'\ N is

1 . . .
7 (I + [Bisey v (0)] + [Fix ()] + [Fix (ca)]) (4.2.4)

N [Fixp ()] N |Fixp\ n ()| N [Fixyp nv(eay)|
4 4 4 4 ’

=c(T\ N)
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where the equality between the two members follows by (4.2.3). If [Fixp\ y(ay)| < [N[/3 and
[Fixp\ n(tar)| < [N[/2, or [Fixqp ()| < [N|/2 and |[Fixp\ y(car)| < |N|/3, then we imme-
diately obtain part (1). Therefore we suppose that this does not hold. An easy computation
reveals that
Fixp\y (tar) := {yn | t7' = [n,7]}.

As (at)r\n and (taq) i\ v are not the identity mappings, we deduce

e Fixp\ n(a) = ynoQ2(N), nj =t and |N : Q(N)| = 2,

e Fixp\n (1) = yn1Cn(7), t71 = [n1,7] and [N : Cy(v)| = 2,

o |Fixp\n(au)| = [N|/2 = |[Fixp\ v (car)].

If Qo(N) # Cn(v) or if Fixp\y(ow) = Fixgp\n(tay), we have [Fixp\ v ()| > [N]/4, be-
cause Fixp\n(¢) contains both v(Qa(N) N Cn (7)) and Fixp\ y(ar) N Fixp y(ear). Hence,
from (4.2.4), the number of orbits of (¢,a;) on T\ N is at most

INT _INT_INT NV

(T\N)—F -5+ 5 * g —cON) -

IV
16
and part (1) follows again. Assume, at last, Q2(N) = Cn(7) and Fixp\ v () # Fixp n(ca).
Set M := Qa(N) = Cpy(y). Then Fixp\y(ar) = vM and Fixp\n(tar) = y(N \ M), or

Fixp\n(ow) = v(NV \ M) and Fixp\n () = yM. If Fixp\y(a¢) = M, then t = 1 and
1 =t"1=[y,n1]. Thus n; € Cn(y) = M and hence Fixp\ y(tar) = yM, contradicting
Fixp\n () = (N \ M). Thus Fixp\y(ar) = y(N \ M) and Fixp\n () = yM. As

Fixp\ n (o) = ¥M = yCn(7), we have n; € Cy(7) and hence ¢! = [y,n1] = 1. Then ng =
t =1 and hence Fixp\ y(a¢) = 7Q2(N) = vM, contradicting Fixp\ y(az) = (N \ M). O

The next lemma again has a similar flavour. This time we are assuming that the index-2
subgroup N of T is generalised dicyclic, and we need to assume that our permutation fixes
each of the cosets of the abelian subgroup A of N setwise.

Lemma 4.2.5. Let T be a finite group, let N = Dic(A,y, x) be a generalised dicyclic subgroup
of T having index 2, let t € N, let v € T\ N, let oy : T — T be any permutation defined by

a® € A, (va)* € xA,NYa € A, and (yn)™ = ~ytn'A, ¥n € N.
Recall that 4 is given in Definition 4.0.8. Then one of the following holds:
L HSCT| X=X X% =X} <200N) 27
2.7 =y=tanda’ =a"! Va € A,
3. t=1, (v,A) is abelian, and T = Dic({~, A),y,x).
In parts (2) and (3), if n® € {n,n"'} for every n € N, then we have z* € {z, 27} Vo € T.

Proof. We let ¢+ : T — T the permutation defined by 2* = 2z~ Vz € T. For simplicity, we let
S={XCT|X=X"1X*= X}. Observe that, for every a € A, we have a® € A and

(ya)* = yta'4 = vta. (4.2.5)
Suppose o(t) > 3. Then the orbits of (a;) on vA all have length o(t) > 3 and hence

[Al 1Al

S| < 26M\OAUL T AN+ER e =I5+l gem)-1gh _ gen)-1
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and part (1) follows in this case. In particular, for the rest of the proof we may suppose that
o(t) < 2. Since N is generalised dicyclic and ¢ € N, we obtain t € A. Now, for every a € A,
we have (va)®* = yta € vA and hence yA is as-invariant. Therefore a; has |A|/o(t) cycles
on vA. This also means that yzA is ay-invariant.

Suppose that 42 ¢ A, that is, YA # v 1 A. Then T/A is a cyclic group and N = (72, A).
If o(t) # 1, then

18] < 26(T\OAU T A+ oeM)—[Al+15E _ ge(m)= 5 _ ge(n) -1

and part (1) follows in this case. Suppose then ¢ = 1. In this case oy fixes yA pointwise. For
every a € A, we have

(Y a)* = (v(v %)™ = v(v %a)"t = 17a = y’a. (4.2.6)

As (72, A) = N = Dic(4,y, ) and as all elements in N\ A have order 4, we deduce o(v?) = 4
and o(v) = 8. In particular, 7> # 4! and from (4.2.6) we deduce that a; has no fixed points
on 7 tA. Hence a; has at most |A|/2 cycles on 7! A. Therefore

18] < 26T\(AWT AN+ oeM)—[Al+ 15 _ ge(M)= 5 _ ge(m) -

and part (1) follows in this case.

Henceforth we may assume that v2 € A. Then (7, A) is a group having a subgroup A of
index 2. Furthermore, since both N = (z, A) and (7, A) are index-2 subgroups of 7', we must
have (yz)%2 € N N (v, A) = A. Also, since v and 2 both normalise A, so does yz. So (yz, A)
is a group having a subgroup of index 2 and a4 restricts to a permutation of (yx, A). Since
t € A and o(t) < 2 we see that x and ¢ commute, so for every a € A we have

(yra)® = yt(za)™ = vtz la = ya~ta = yo(2*t)a. (4.2.7)

So we can apply Lemma 4.2.3 to the group (yz, A) and the permutation (a)(yz,4) With vz
taking the role of the “4” in that lemma, and 2%t taking the role of “t.”

If part (1) in Lemma 4.2.3 holds, then

< 9e(T\(ya,A))+e((ya,4)— L _ ge(T) -1
8] <

and conclusion (1) holds.

If part (2) in Lemma 4.2.3 holds, then A is an elementary abelian 2-group, but this
contradicts our definition of a generalised dicyclic group together with our hypothesis that
N is such a group.

So either part (3) in Lemma 4.2.3 holds, so that o(z%t) = 2, 2%t = (yx)?, and (yz, A) =
Dic(A, (yx)%,vz); or part (4) holds, so that 2%t = 1, meaning 2% = ¢t. We postpone further
consideration of these cases briefly.

We can also apply Lemma 4.2.3 to the group (v, A) and the permutation «;. In this case
~ takes the role of “y” in the lemma, and ¢ takes the role of “t”.

If part (1) in Lemma 4.2.3 holds, then

IS] < 9e(T\(v,4))+e((7,4))— 5!

[\]
2
3

|

w
]

and conclusion (1) holds.

If part (2) in Lemma 4.2.3 holds, then A is an elementary abelian 2-group, again a
contradiction.

So either part (3) in Lemma 4.2.3 holds, so that o(t) = 2, t = 72, and (v, A) = Dic(4,t,7);
or part (4) of Lemma 4.2.3 holds, so that ¢t = 1.
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We have now applied Lemma 4.2.3 to two different subgroups of 7', and have completed
the proof except in the cases where parts (3) or (4) arise from both applications. We now
consider these final four possible outcomes individually.

It is not possible that part (4) holds in both applications, since this would imply that
t =1 and 22 = t, contradicting o(z) = 4 from the definition of a generalised dicyclic group.
If part (3) holds in both applications, then (yx, A) = Dic(4, (yx)?, vx) implies that
=a® =a"', 50 a” = a for every a € A. But (7, A) = Dic(A,t,7) implies that a” = a~!
for every a € A. Taken together, these imply that A is an elementary abelian 2-group, again
a contradiction.

If part (3) holds in the first application and part (4) holds in the second, then we
have t = 1, (o(z?t) = 2), 2%t = (y2)?, and (yz, A) = Dic(A4, (yx)?,vx). Since (yx, A) =
Dic(A, (yx)?,vyz), we see that a?* = a® = a~', so ¥ = a for every a € A, and (v, A) is
abelian. Since x°t = 2?2 = (yx)%, we have v* = 471, so T = Dic((v, A),y,x). This is
conclusion (3).

Finally, if part (4) holds in the first application and part (3) holds in the second, then we
have y = 22 =t, o(t) = 2, t = 72, and (7, A) = Dic(A4,t,v). This is conclusion (2).

a’®

O]

With these preliminary results in hand, we are ready to prove bounds on the number of
connection sets that admit various types of graph automorphisms. Recall Notation 2. We
already have bounds on |Sk| and on |Uy|. Our goal in this section is to bound |Tx| when
|N| is relatively large. In order to do this, we need to further subdivide Ty.

Notation 3. For what follows, R is a group that is neither generalised dicyclic, nor abelian
of exponent greater than 2. We let N be normal subgroup of R and we let

Ta:={S €Sx\S\ | Jz € R and 3f € Ny (r(r.s)) (V) with
1/ =1 and (zN)/ ¢ {zN,2"'N}},
Ti ={S €Sy \Sy\Tx | 3f € Naue(r(r,s) (V) \ Caus(r(r.s)) (V) with 17 = 1T and N is

neither abelian of exponent greater than 2 nor generalised

dicyclic, or N is abelian of exponent greater than 2 and
n! #£n~! for somen € N, or N = Dic(A,y,z) 2 Qs x C’S
and nf # n® for some n € N, or N = Qg X Cf and
nd ¢ {n*, n% n'} for some n € N},
2
T ={SeSnv\Sy\ U Tx | 3z €Rand 3f € Npyyr(rsy(N) with 1/ =1, (zN)! # 2N

/=1
and either N is non-abelian or there exists n € N with

(en)! # (an)~'},

3
Tn ={S€Sn\Sy\ U x| 3z € Rand 3f € Npyr(r,s)(N) with 1/ =1 and
(=1

ol ¢ {x, 27"}
It should be clear from this definition that
4
TN = U 7']6.
=1

We will bound the cardinality of each of these sets. Most of the bounds we find will only
be vanishingly small relative to 2¢(%) if |N| is relatively large compared to |R|. Specifically,
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they will all work if | N| > 9log, |R|. In order to create the best possible bound, however, we
will want to balance |N| against |R/N|, so we will use these bounds only when |N| > /|R].

The first bound is only useful if |[N|/2 dominates 2log, |R|. In particular, it will be useful
if |N| > 5log, |R).

Proposition 4.2.6. We have |Tx| < ge(R)—~ 151 4+210g, | R|—logy |N|+(logy [N[)2+2
Proof. Let S € Ty and set Gg := Naut(r(r,s)) (V). Say, (xzN)/ = yN, for some zN,yN €
R/N with yN ¢ {xN,z7'N} and for some f € Gg with 1/ = 1. Now, z/ = yt, for some
t € N. Observe that

(zn)f = 2™ = oI U700 = yints (4.2.8)

where we are denoting by ¢ty : N — N the automorphism induced by the conjugation via f
on N. Observe that we have at most | Aut(N)| < 2082 IND* choices for the automorphism
ty. Therefore, as t € N, given N and yN, we deduce from (4.2.8) that we have at most
| V|22 IND? choices for the permutation fj,n : #N — yN restricted to zN.

We consider various possibilities:

> 2 and o(yN) = 2.

We consider these cases in turn: we let B;, B;;, B, Biy be the subsets of SJQV satisfying,
respectively, (i), (ii), (iii) or (iv). In the first case, the number of inverse-closed subsets of
R\ (zN UyN) is 26U —c(@N)=cN) and the number of inverse-closed f-invariant subsets T
of zN UyN is at most 2¢*N) because once T'N 2N has been chosen the set TN yN must
equal (TN xN)/. Therefore

IB;| < |N|2Uos:IND*| R/ N |22¢(R)—e(@N)=c(yN) . ge(aN)

oc(R)—c(yN)+2log, |R|~logy |N|+(logy [N|)?  ge(R)— 5! +210g, [R|~log, [N|+(log, [N|)?

In the second case, the number of inverse-closed subsets of R\ (xtNUyNUz 'NUy1N) is
2¢(B)=2IN| and the number of inverse-closed f-invariant subsets T' of N UyN Uz 'NUy !N
is at most 2!V, because once TNaN has been chosen we must have TNz~ 'N = (TNzN)~1,
TNyN = (TNzN) and TNy~ ! = (T NnaN)/)~!. Therefore

Byl < | N|20082 IND? | R /N 290(B)~2INT . 9IN| _ ge(R)~IN|+2logs | Rl ~logy [N +(ogs [N])?

In the third case, the number of inverse-closed subsets of R\ (xrN UyN Uy 'N) is
9¢(R)—c(zN)=IN and the number of inverse-closed f-invariant subsets of N UyN Uy N is
at most 2!Vl because once we choose a subset of 2N all the others are uniquely determined.

Therefore
1Biii| < ‘N‘Q(IOgQ‘N|)2‘R/N‘QQC(R)*C@N)*|N‘ . 9IN] < QC(R)*lgﬂJr?lng\RI*logzINH(logle\)z.

[N]
The fourth case is similar to the third case and we have |B;,| < 26(%)~ 7 +2logz [ft|-log, |N|+(log, IND?,
The proof now follows by adding the contribution of the four sets B;, B;;, B;;; and By,. O
Our second bound is useful whenever |N| grows with |R].

N|

|
Proposition 4.2.7. We have |TZ| < 2600~ 5 +(log2 IND?.
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Proof. Given S € T2, we let Gg := Naut(r(r,s)(N). Given f € (Gg)1, we let 1y : N — N
denote the automorphism induced by the action of conjugation of f on N. Let f € (Gg)1 \
C(gg), (V) witnessing that S € T3, that is,

e N is neither an abelian group of exponent greater than 2 nor a generalised dicyclic
group, or

e N is an abelian group of exponent greater than 2 and ¢y # ¢ (where ¢ : N — N is
defined by z* = 27!, for every z € N), or

o N =Dic(A,x,y) % Qs x C§ and 1y # i (Where i4 is given in Definition 4.0.8), or
o N=QgxC4and ¢ {u,15,i} (Where z;,7;, i) are given in Definition 4.0.8).

In each of these cases, by Theorem 4.0.12 applied to NV, we deduce that the number of
f-invariant inverse-closed subsets of IV is at most 2¢(N)=INI/96 " Tp particular,

1T2| < 9¢(R\N) QC(N)—%‘Aut(N” < QC(R)_|NV96+(10g|N|)2’

where the first factor accounts for the number of inverse-closed subsets of R\ N, the second
factor accounts for the number of inverse-closed f-invariant subsets of N and the third factor
accounts for the number of choices of ¢y. O

For our third bound to be useful, we need |N|/8 to dominate log, |R|. In particular, it
will be useful if |N| > 9log, | R|.

Proposition 4.2.8. We have |T3| < 9c(1)— 5! +logy |RI+(1ogy [N])?

Proof. Given S € T3, we let Gg := Naut(r(r,s)) (V). Given any element x € Gg, we let
tg + N — N denote the automorphism induced by the action of conjugation of K on N. Let
r € Randlet f € (Gs)1\ Cay), (N) with o(zN) > 2 and assume either

e N is non-abelian, or
e N is abelian and there exists n € N with (zn)/ # (xn)~'.

As S ¢ Tx, we have (xN)f € {xN,27'N} and hence (zN)/ = 27 !N. Thus 2/ = 7 '¢, for
some t € N. Observe that

(zn)f = 2™ = 2fU7 ) = g lgper, (4.2.9)

From (4.2.9), we deduce that we have at most | Aut(N)||N| < 20082 IND*Hlogz IN| choices for
the restriction f,n : N — 2 !N of f to xN. Let 8 : £N — N be the permutation
obtained by composing first f|, and then ¢ : 27N — zN, where ¢ is defined by (z7'n)* =
(x7'n)"! =n~l'x ¥n € N. Thus, from (4.2.9), we have

(an)? = (&)} = (@' n'0) ! = (07"t e = w(n Y )

Since S is inverse-closed and f-invariant, we deduce that S N x N is S-invariant.

Let 8/ : N — N the permutation defined by n® = (n=1)“=(t"1)= ¥n € N. An easy
computation reveals that n € Fixy (/) if and only if n=1(n~1)%+ = t*=. In particular, we are
in the position to apply Lemma 4.2.1 (with o = ¢, and with the element ¢ there replaced by
t'= here ). From Lemma 4.2.1, we have two possibilities:

o |Fixy(8')] < 3|N|/4, or

e N is abelian, t = 1 and n/* =n~! Vn € N.
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If the second possibility holds, then N is abelian, ¢ = ¢,-1¢ and from (4.2.9) we get (zn)/ =
r7t(n1)"1 = z7lan~tz~! = (zn)~! for every n € N; however, this contradicts the fact
that S € T3. Therefore, |Fixy(8')| < 3|N|/4.

The definition of 3’ and the previous paragraph yield that 8 has at most

3|N
3N, NI - 7]
4 2 8

orbits. Since SN xN is S-invariant, the number of choices for S Nz N is at most 271VI/8. By
taking in account the contributions of ¢, /N and ¢, we obtain

1 TR| < 2008 |N|)2‘N,|R/N|20(R\(rNUr‘1N))2%N‘ _ gc(R)— 1 4log, [Rl+(logy IN])?

Our fifth bound is again useful whenever |N| grows with |R|.

ops _ Nl
Proposition 4.2.9. We have |T;| < 2600~ %7 tlog2 [RI+2,

Proof. Given S € Tx, we let Gg = Naut(r(r,s)) (V). Given any element x € Gg, we let
tx : N — N denote the automorphism induced by the action of conjugation of k on N. Let
v € R and let f € (Gg); with v/ ¢ {v,97'}. Furthermore, if possible we will choose 7 so
that o(y) = 2. Therefore we may assume that if o(y) # 2, then (7/)/ = +/ for every v/ € R
with o(9’) = 2. (This will be important when we apply Lemma 4.2.4.)

We now consider various possibilities depending on the behaviour of vV, but first, we
state the fact that the set S does not lie in 7,2 in a manner tailored to our current needs:
CAsE A (GS)I = C(Gs)l(N)7 or
CaSE B N is abelian of exponent greater than 2 and, for every f € (Gs)1 \ C(gy), (V) we
have n/ =n~! ¥n € N, so |(Gg)1 : Cg) (V)] =2, or
CaseE C N = Dic(4,y,z) 2 Qs x C8, for every f € (Gg)1 \ C(gg), (IV), A= Cn(f) and the
automorphism ¢y induced by f on N is 14, or
CASE D N = Qg X CS, |(Gs)1 : C(Gs)l(N)| S {2,4}, for every f € (GS)l \ C(Gs)l(N)’ the
automorphism ¢y induced by f on N is one of z;, tj, ij.

In particular, in cases B, C, and D, n‘/ € {n,n"'} Vn € N.

Suppose that v € N. Since 1/ = 1 and since f normalises N, we have 4/ = %/ €
{7,771}. For the rest of the proof, we may suppose that v ¢ N. Since S ¢ T4, we have
(YN)/ € {yN,7~'N}.

Suppose (YN)/ # yN. Since S ¢ T3, we have (yn)/ = (yn)~! ¥n € N and hence, in
particular, ¥/ = 4!, Therefore, for the rest of the proof, we may suppose that (yN)f = yN.

Since v/ € yN, there exists t € N with v/ = 4t. Now,

(yn)f =4 = SRR (’yt)"Lf =~tn'f, VYn € N. (4.2.10)

Suppose now that YN # v 'N. Then (yn)~! € "IN # 4N for every n € N. Since
(YN)f = 4N, we cannot have (yn)~! = (yn)f. Thus the orbits of f fuse orbits of the inverse
map on YN U~~!N unless f has any fixed points on yN; that is, unless (using (yn)/ = yn
in (4.2.10)) there exists some n € N with

t=n(ns)"t (4.2.11)

Note that (4.2.10) with n = 1 together with v/ # ~ implies that ¢ # 1. So applying
Lemma 4.2.2 to N with n® = n*/ implies that the number of fixed points of f in vV is at
most 3|N|/4. Therefore the action of f on vV together with the action of the inverse map
on YN U~~ !N results in at least |N|/4 orbits of length at least 4 and all other orbits having



CHAPTER 4. ASYMPTOTIC ENUMERATION OF CAYLEY GRAPHS 157

length at least 2. So when f|,x is given, the number of choices for S N (yN U 7~IN) is at
most 2BINI/4)/2+(IN1/4)/4 — 97IN|/16  Therefore

T < 3|N||R/N|2¢(R)~eNUTT N)TINI/16. < 2 +ogs |Rlge(R)—INIHTINI/16 _ ge(R)-9IN|/16-+log, |RI+2

(where 3|N| is the number of choices for the restriction fyn : YN — vN of f to yN, and
|R/N| is the number of choices for YN € R/N).

For the remainder of the proof we may assume that YN = vy~!N, meaning that NNV is an
index-2 subgroup of (v, N).

Suppose that f € Cgg(N). Then, (4.2.10) becomes n/ = n and (yn)/ = tn, ¥n € N.
When f|,y is given, from Lemma 4.2.3, we deduce that the number of choices for SN (v, V) is

at most 2¢(0-V)- g (recall that the other cases cannot arise since v/ ¢ {v,7~'}). Therefore
17| < |N||R/N|2¢—e((:M) el N)=1g < ge(R)— 115 +og, |R],

(where |N| is the number of choices for the restriction fyn : YN — yIN of f to 7N, and
|R/N| is the number of choices for YN € R/N). Therefore, for the rest of the proof we may
suppose that f ¢ Cgy(N). In particular, only Case B, C or D may arise.

Suppose that Case B holds. Then, (4.2.10) becomes nf = n~! and (yn)f = ~tn™1,
Vn € N, sony =n~! for every n € N. As already observed at the beginning, if 4 cannot be
chosen with o(7) = 2, then for every yn € YN with o(yn) = 2, we have (yn)? = yn. So we
may apply Lemma 4.2.4 with f|(,, n) taking the role of ax.

When fi,y is given, from Lemma 4.2.4, we deduce that the number of choices for SN (v, N)

[N|
is at most 26(N) =37 (again, the other cases cannot arise since 4/ ¢ {7,y '}). Therefore

Tt < ,N||R/N‘QC(R)—C(<%N>)20(<%N))—% < oc(R)— il +1og, |R|
(again, |N| is the number of choices for the restriction fyn : YN — NN of f to vV, and
|R/N]| is the number of choices for YN € R/N).
Cases C and D can be dealt with simultaneously. Here, (4.2.10) becomes nf = n4 and
(yn)! = ytn*A, Vn € N. When Jiywv is given, from Lemma 4.2.5, we deduce that the number

IV
of choices for § 1 {y, N) is at most 2¢(r =52 (again, the other cases cannot arise since
v/ & {v,7'}). Therefore

1T < 3|N||R /N‘QC(R)fC((%ND20(<%N>)7% < 9e(R)— {5 +og, | |42
(where 3|N| is the number of choices for the restriction fyn : YN — vN of f to yN, and
|R/N| is the number of choices for YN € R/N).
O]

Combining these results, we are able to bound |Tx|.

Proof of Theorem 4.0.4. Since the initial statement excludes S, its proof follows by adding
the bounds produced in Propositions 4.2.6, 4.2.7, 4.2.8 and 4.2.9 for |T}|, for each 1 < i < 4.
If we drop the condition R = N (p(r, S))(R), then we must also add the bound produced
in Proposition 4.0.13 for S (which has no effect on the bound we have given). Using
Proposition 4.0.13 requires us to exclude groups that are either abelian of exponent greater
than 2, or generalised dicyclic. O
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4.3 Groups with a “small” normal subgroup

We begin this section with a counting result that we will need. The flavour of this result is
quite distinct from most of the rest of the chapter and we have placed it in advance of the
introduction of the notation and situational information that we will be using for the rest of
this section.

Lemma 4.3.1. Let X be a set and let f and g be permutations of X. Then either
L {SCX||SNnS | =|Sns9} < 3.2 or
2. there exists a subset I C X such that
o I is f- and g-invariant (that is, I¥ =T and 19 =1I),
i f|1 =915
o fixv = (97 Dixv-

Proof. We denote by F' and by G the permutation matrices of f and g, respectively. There-
fore, F' and G are | X| x | X|-matrices with {0, 1} entries, with rows and columns indexed by
the set X and such that

1 ifal =y, 1 if 29 =y,
Fry = 'y Gay = .y
0 otherwise, 0 otherwise.

Let A:= F —G. For any S C X, let 65 € Z¥X be the “indicator” vector of the set S, that is,

1 ifzes,
(0s)z := {

0 otherwise.

Finally, let (-,-) : Q¥ x Q¥ — Q be the standard scalar product and let (e;),cx be the
canonical basis of Q.
With the notation above, for every subset S of X, we have

1SN 87| = (3s, Fos) and |SNSI| = (g, Gds).
Therefore,
{SCX|1SNS/|=|5nS9} ={S C X | (85, Fds) = (65, Gds)} = {S C X | (5, Adg) = 0}.

For simplicity, we write A : {0,1}* — Q for the mapping defined by & — A(8) = (6, Ad), for
every § € {0, 1}X.

Suppose first that, there exist 4,5 € X with ¢ # j and A, ; + A;; # 0. Fix 6, € {0,1}
arbitrarily for every z € X \ {i,j}, and let 1 := 3, c x\1; j} 0w€a- By restricting A, we define
the function A’ : {0,1} x {0,1} — Q by setting

(5@, 5j) — A/(éi, 5j) = A(n + d;e; + 5jej) = <77 + d;e; + 5j€j, A(n + d;e; + 5j€j)>
= (0, An) + 6i(n, Ae;) + 3;(n, Aej) + di(ei, An) + d;{e;, An)
+5Z-2<6i, A61> + 532'<ej, A€j> + 6i5j<e’ia A€j> + 516] <6j, A61>

A computation yields
A'(0,0) + A'(1,1) — A'(1,0) — A'(0,1) = A; j + Aj,; # 0.

In particular, at least one out of the four choices (d;,6;) € {(0,0),(0,1),(1,0),(1,1)} gives
rise to a non-zero value for A(n+ d;e; + 0;¢;). Therefore, for every choice of 6, € {0,1} with
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x € X \{i,7}, we have at most three more choices for ¢;,0; € {0,1}, for constructing a vector
§ € {0,1}X with A(§) = 0. Therefore,

(S C X | (55, Ads) — 0} < 21XI=2. 3 — %  9lX]

and (1) holds.
Suppose that, for every 7,j € X with ¢ # j, we have A; ; + A;; = 0. In this case,

§:= bpea > A(0) = Y Ay oly
rzeX zeX

If A;; # 0 for some ¢ € X, then we may use the same argument as in the previous paragraph
by fixing 0, € {0, 1} arbitrarily for every = € X \ {i}, and by considering the restriction of A
as a function A’(d;) of 6; € {0,1} only. In this case, we see that one of the two choices for §;
gives rise to a vector 6 € {0,1}* with A(8§) = 0. Therefore,

{8 C X | (s, 465 =0)} < 2XI=1.1 < %2“'

and (1) holds.

Suppose now that, for every ¢,j € X with ¢ # j, we have 4; ; + A;; = 0 and A;; = 0,
that is, A is antisymmetric. Let I be the set of rows of A = F — G that are zero. From the
fact that A is antisymmetric and from the definition of A, we see that [ is f- and g-invariant,
fir =g and fix\; = g|_X1\J. In particular, (2) holds. O

Incidentally, we observe that, if (2) holds in Lemma 4.3.1, then |[S N Sf| = |S N 59|,
for every subset S of X. We find this quite interesting on its own. For instance, f :=
(12345)(678)(9101112) and g := (15432)(678)(9121110) have the property that |[S N
ST| =15 NS89, for every subset S of {1,...,12}.

4.3.1 Specific notation

Henceforth, let R be a finite group of order r acting regularly on itself via the right regular
representation: here, we identify the elements of R as permutation in Sym(R). Let N denote
a non-identity proper normal subgroup of R. We let b := |R : N| and we let v1,...,7, be
coset representatives of N in R. Moreover, we choose 1 := 1 to be the identity in R. Observe
that R/N defines a group structure on {1, ..., b} by setting ij = k for every i, j, k € {1,...,b}
with %, Nv;N =y N.

Write vy := 1 where v has to be understood as a point in the set R. Foreachi € {1,...,b},
set O; := vg""N = ;N = N~;. Observe that the O;s are the orbits of N on R, the group N
acts regularly on O; and |O;| = |N|.

For an inverse-closed subset S of R, we let I'(R, S) be the Cayley graph of R with con-
nection set S, and we denote by Fyg the largest subgroup of Aut(I'(R,S)) under which each
orbit of IV is invariant. In symbols we have

Fs:={g € Aut(T(R,S)) | O = O;, for each i € {1,...,b}}.

(The subscript S in Fg will make some of the later notation cumbersome to use, but it
constantly emphasizes that the definition of “F” depends on S.) Similarly, we define

Bs := Fs N Nawyr(r,s)) (V).
As above, let S be an inverse-closed subset of R. For a vertex u of I'(R,S) in O;,

let o(S,u,j) denote the neighbours of vy and u lying in O;.
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o, ?\ j )

U(S’ u? j)
0;

Figure 4.2: The definition of (S, u, j)

See Figure 4.2. It is clear that
o(S,u,j)=5nNS9% NoO; = (Sﬂ(’)j)ﬂSQ“ =5; N S9,

where g, € R with vg* = u. Since v € O;, we have u = voik“, for some k, € N. In particular,
. . —1

Gu = "Viky. Let s € § with s9* € S;. Then s9» € O; = vgJN = vé\/% and s97 € vév = 0.

Since g, maps the element vy of O; to the element u of O;, we see that g, € ;N and

et 1 .
se€ 0’ = U(J)\Wﬂi = ’Ugﬂi N Oj;-1. This shows
o(S,u,§) = S; N S%, = §;n SHk. (4.3.1)
For two distinct vertices u,v € O; and j € {1,...,b}, let
U({u,0},5) :=={SCR|S=5"and |0(S,u,j)| = |o(S,v,5)|}.

In the results that follow, we use the notation that we have established here. Our aim with
the next few results is to show that |¥({u,v}, )| is at most 2-2¢(f). This will subsequently be
used to bound the number of graphs admitting automorphisms that fix the vertex 1 and also
fix each O; setwise while mapping u to v. We generally end up with some other possibilities
that we gradually eliminate by introducing additional assumptions.

Proposition 4.3.2. Let i € {2,...,b}, let u and v be two distinct vertices in O; and let
je{l,...,b}\ {1,i}. Then, one of the following holds:

1. |\IJ({U’U}7])‘ < % : 20(R)7

2. j2 =1, i =2y for some § € N, ky = 719, Gkvyj, ko = 51 ' Tkuy and yiky, viky
centralize N,

3. o(jit) > 2, o(j) = 2, o(i) is even, o(y;) = 4, 7} =k Yk, = k;'k,, N is abelian and
yYi =y~ for everyy € N,

4. 0(jim") =2, o(j) > 2, o(i) is even, o(vy;-1) = 4, '7]21‘—1 = ky'ky = k'k,, N is abelian
and y'it =y~ for every y € N,

5. 0(ji™t) = o(j) =2
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Proof. We divide the proof in various cases.

Case j% =i.

Observe that, if S C R is inverse-closed, then S;-1 = Sj_l. As ji~!t = 571 from (4.3.1), we
obtain

—1_—1 -1_-1
jo(S,u, )| = Sy NS5 | = (8,08, (4.3.2)
) - ;1 e ;1
0(S, 0, 4) = 1S NS T | =[SnSs T
Let ¢ : N’yj_l — N7; be the mapping defined by z — z* = 7! for every z € N’yj_1 and set
f= k;lfyi_lL : Nvj = Nvj and g := kv_l"}/i_lL : Nv; = Nv;
as permutations of Nv;. Now, (4.3.2) yields

—-1_-1 —1_-1
o(S,u, )] = 1S5 NS5 | =SNS5 =18 n ST, (4.3.3)
) k;l -1 k;l i—1
0(S,v. ) = 1S5Sy T | =18, n S =188,

From (4.3.3), we see that we are in the position to apply Lemma 4.3.1 with X := O;. If
Lemma 4.3.1 (1) holds, then the number of subsets S; C O; satisfying (4.3.3) is at most
% - 2Nl Therefore

) 3 (R)—
|@({u, v}, )| < Z2|N| . 9¢(R) INI,

observe that 2¢(®)~INl counts the number of inverse-closed subsets of R\ (v;N U V5 IN).
Thus (1) is proved in this case.

Therefore, we may suppose that Lemma 4.3.1 (2) holds. Therefore, there exists an f- and
g-invariant subset I of N+; such that fi; = g;; and fin,,\1 = (9_1)|ij\l- If I # &, then
there exists z € I and hence

—-1_-1
g vt =gl =9 =g

k,jlv;lL'
Simplifying ¢« and ;" ! we obtain rk,! = xk; 1. This yields k, = k,, contradicting the fact
that u # v. Therefore I = @ and hence f = g~!.

This means that, for every x € N+;, we have

T = xfg — xklfl'yi_lLk:Jl'yi_lL — (xqul)yi‘lbk,jlfyfh — (xkgl,y;l)Lkglyi_lL — (,yikux—l)ku_l'yi_la
(4.3.4)
—1 _ 1 -
= (fyikuxilkvil)’yi b= (’Yikuxilkglfyi 1)L = ’szvxku 1'71' 1-
As j2 =i, there exists j € N with

When z = v;, (4.3.4) gives
Vi i = kovik
Using (4.3.5), we obtain v, 'v;v; = §~'7;4. Therefore

ku =41 ko (4.3.6)
From (4.3.4), (4.3.5) and (4.3.6), we obtain
x = ’yikv:c'yflkz;lgj_lfyfl, Vx € Nvj.
By writing = yvy; with y € N, we deduce

y = (viko)y(viky,) ™', Yy € N.
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Since y is an arbitrary element of N, we get that +;k, centralizes N. From this and from (4.3.5)
and (4.3.6) we see that (2) holds. m

For the rest of the proof, we suppose j2 # i. From (4.3.1), we obtain
k—lvfl k—lvfl
lo(S,u,7)] = [S;-1 N St | and [o(S,v,j)] =|Sj;-1 N S0 |. (4.3.7)

From (4.3.7), we see that the condition “|o(S,u,j)| = |o(S,v,7)|” imposes no constraint on
Sy, for x ¢ {j,5i"%,77%, (ji~1)~!}. Observe that

(o Y # g GirhH ™

because we are assuming j2 # i. As usual, there is one implicit condition on the set S: it
is inverse-closed. This suggests a natural decomposition of S. Write R;; := v; N U~; INU

Yji-tN Uy 5 N and RS, := R\ Rj;. We have

2|N| if o(j) > 2 and o(ji~!) > 2,
N N if 0(j) = 2 and h>2
c(Rji) = N+ bl : ol7) =2 and olgi” 1) - (4.3.8)
IN|+c(vj;-1N) if o(j) > 2 and o(ji~+) = 2,
c(N) +e(yji-1N) i o(j) = o(ji~") = 2.
Observe that R;; and Rf; are inverse-closed; moreover, we may write S := 5;; U S5;, where

Sii € Rj; and.Sﬁiég Bﬁdi
Using this decomposition of the inverse-closed subsets, we get

O ({u, v}, j)| = A2,

where 28 is the number of inverse-closed subsets S5, C RS; and A is the number of inverse-

—1_ -1 —-1_-1
closed subsets Sj; C Rj; such that [Sj; 1 NS} " | = |S;;1 N8 ™ | with §:= 8, USS,.
We deduce

B =c(R) — c(R;,). (4.3.9)

CASE o(ji~1) > 2.

When o(j) > 2, let ¢t; be the number of subsets S; of O; with S = S;C When o(j) = 2,

let ¢1 be the number of inverse-closed subsets S; of O; with S]k = S]]?”_l. In both cases, let

ty = 2C(’YjNU'Y;1N) — 1.

—1 -1

Observe that for every subset S C R with S;-c“ = Sf” , we have S € ¥({u,v},j) because

iyt ke lyt iyt ke lyt

S; " =877 and hence |S;;-1 NS " | =S;-1NS;" " | (In other words, when
—1 —1 -1 -1 -1

SJ’?“ = SJ’-C“ , we have no constraint on Sj;-1.) If S;““ = Sjk” , then S; = Sf” Fu and hence

S; is a union of (k; 1k, )-orbits. As N acts regularly on O;, we have

[NV]

b < 200y k)| (4.3.10)

—1 —1
Next let S € ¥({u,v},j) and suppose S; is a subset of O; with SJI?“ + SJ]?C” . Here to

. . . kylyt kylyt
estimate the number of inverse-closed subsets S of R with |Sj;-1N.5; Y| = |Sji-1NS; T,
we estimate the number of subsets satisfying the weaker (but easier to handle) condition

S S =18 NS | mod 2
‘ i1 N f ’ = | ji—1 N b | mo .
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kot ! kot ! - .
Now 5 Y and S; Y are two distinct subsets of Oj;—1 of the same size a, say. Let

kit iy el |
b be the size of S5;" * NS;" * . Observe that a — b > 0 because S;* # S;* . A
] ety ey ly 1 i
subset Sj-1 of Oj-1 with [Sj;-1 NS Y| = |Sji=1 NS 7| mod 2 can be written as
. . iyl koty ot .
X UY, where X is an arbitrary subset of O;;-1 \ (Sjk i \ S; % ) and Y is a subset of

—1_ -1 —1_ -1
gk \ SJ’-C“ Ti of size having parity uniquely determined by the parity of |X|. Therefore

J
9l N|—(a=b)o(a—b)—1 _ o|N|-1

we have choices for Sj;-1. Altogether we have

A <ty -2N Ly aINI=L — g oINT (2c('yjNuW;1N) _ t1)2|N|—1 _ ol Nlt+e(y;NUy; 'N)-1 42N

As o(ji~1) > 2, from (4.3.8), we have |N| —i—c('yjNU’yj_lN) = c(R;,;) and hence, from (4.3.10)
(noting that if o(j) > 2 then c(vy;N U fyj_lN) = |N|, and otherwise ;N U 'yj_lN =;N), we
get

[V]

A < 9¢Mia)=1 4y olNI=1 < ge(Ry)—1 o 2|N|+o(k51ku>
1 1
_ 9c(Ry) 5+ i (4.3.11)
21+C(Rj,i)—\N|—o<k;1ku>

—  9c(f) 1 + 1 - .
2 21+C(7jNUWj_1N)_o ljl‘kw
When c(y;N U~;'N) > [N|/o(k; k), (4.3.11) yields

1 1\ 3
< c(Rr,n.( ):. e(R;.0)
A < 2%\ 2+22 1 ARG

and hence (1) holds in this case. Assume c(v;N U ’yj_lN) < |N|/o(kyky), that is,

when o(j)

IN| \N«/J-|+\J\;«,jm(R)| — 9,
|N| when o(j) > 2.

—rr ' >
o(kotky) ~

As k; 'k, # 1, we have o(k; 'k,) > 2 and hence o(j) = 2. Thus

|| S INv;| + [Nv; N I(R)]
o(ky tky) ~ 2 '

Since the left-hand side is at most |N|/2 and since the right-hand side is at least |N|/2, this
implies o(k; 'k,) = 2 and
oo Ny n1m)
- 2

Therefore Nv; N I(R) = &, N, contains no involutions and c(y;N) = |N|/2. Under these
strong conditions we refine the upper bound in (4.3.11) by first improving our upper bound
in (4.3.10).

As o(j) = 2, N~; is inverse-closed. Recall that ¢; is the number of inverse-closed subsets

-1
S; € Nv; with Sf” Fu = S;. Consider the permutation ¢ : v;N — 7; N defined by mapping
vy () =y

for each y € N, and consider the permutation ¢ : ;N — ;N defined by mapping

vy = viyky e,
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for each y € N. Observe that ¢ and ¢ are involutions with no fixed points: ¢ has no fixed
points because v; N contains no involutions and 4 is an involution because o(k,'k,) = 2. In
this new setting,

t =29,

where o is the number of orbits of (¢,d) < Sym(y;N). Each orbit of (¢,d) has even length,
because ¢ has order 2 and has no fixed points. Suppose (¢, d) has at least one orbit of length
greater then 2. Then o < |N|/2 — 1 (the upper bound is achieved when (¢, d) has |[N|/2 — 2
orbits of length 2 and one of length 4). Thus, in this case,

[V]

t1 <272 77,

Using this slight improvement on = and c(y;N) = |N|/2, we obtain

A <ty 2V gy 2INIET g oINE L (9f5 y yaINI-L  9®5 -1 4y oIV
< 9%l +2%—2 _ 3, 93
= 4
As c(Rj;) = |N| +c(v;N) = 3|N|/2 (see (4.3.8)), we obtain
3
A< o 9¢(Fs0) (4.3.12)

In particular, from (4.3.9) and (4.3.12), we see that (1) holds.
It remains to suppose that each orbit of (¢, d) has length 2; this means « = 4, that is,

(y)' = (vy)’, Vye€eN.

In other words, y*17]71 = 7jyky 'ky, for every y € N. Set z := k;'k,. Applying this

equality with y = 1, we get ’yj_l = 7,z and hence 7]2 = z because z has order 2. Thus we

have y*1’yj_1 = ’yjy’yj_Q and hence 'yjy’yj_l = y~!. This shows that the element 7j acts by

conjugation on N inverting each of its elements. Therefore, IV is abelian.

To complete this case, we need to show that o(i) is even. Observe that since o(j) = 2
we have j = (i~ 1) (ij) = ((i~1)(ij))~" = (ij)~'i. Therefore, i2j = (i)(ij) = (ij)~'i~! = ji~2
has order 2. Since o(ij) = o(ji~!) > 2, we cannot have i € (i), so o(i) must be even. In
particular, (3) holds. m

CASE o(ji!) = 2 and o(j) > 2.

-1
This case can be reduced to the case above. Set v’ := v§* and observe that g, ' = k17, !
and hence v’ € O;-1. From (4.3.1), we have

—1 —1
lo(S,u,7)] =1[S; N Sf;‘,1| = |S§-J" NSj—1| = [5;-1 N S;qu | = |o(S,«, ji 1))

Similarly, |o(S, v, j)| = |o(S,v, i~ 1)|, where v/ := v§" ' In particular, |o(S,u, j)| = |o(S,v, j)|
if and only if [o(8,/,jiV)| = |o(S,0', i) Thus [¥({u, 0}, )| = V(e 0’} ji V)] As
0(7) > 2 and o(ji~!) = 2, this case follows by applying the previous case to ¥({u/,v'},ji"!).
We obtain that either (1) or (4) holds.

CASE o(ji~!) = o(j) = 2. This is the only remaining option.

For three distinct vertices u,v,w € O; and j € {1,...,b}, let
V({u,v,w},j) = {S CR|S=5"and |0(S,u,j)| = 0(S,v,5)| = [o(S,w, )|}

Proposition 4.3.3. Leti € {2,...,b}, let u,v, and possibly w be distinct vertices in O; and
let j € {1,...,b}\ {1,i}. Then unless o(j) = o(ji~!) = 2, we can conclude that:
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e if o(i) is odd, then |¥({u,v},j)| < . 9¢(R) o 2 =1i; and

Bloo Rl

o if w exists, then |¥({u,v,w},j)| <3 .20,

Proof. Assume that we do not have o(j) = o(ji~1) = 2.

We apply Proposition 4.3.2 to {u,v}. If o(i) is odd, we see immediately that Propo-
sition 4.3.2 parts (3), (4), and (5) cannot arise. Parts (1) and (2) are the conclusions we
desire.

We also apply Proposition 4.3.2 for the pairs {v,w} and {w,u}. If Proposition 4.3.2
part (1) holds for one (or more) of the three pairs, then the result immediately follows. There-
fore, we suppose that none of the pairs {v,w}, {v,u} and {w,u} satisfies Proposition 4.3.2
part (1).

Assume that there exists a pair satisfying Proposition 4.3.2 part (2). Then j2 = i. It
follows that o(j) > 2 and o(ji~!) > 2. In particular, each pair satisfies Proposition 4.3.2
part (2). However, by applying Proposition 4.3.2 part (2) to the pairs {u,v} and {w,v}, we
get

ky = Q_I’Y;lgkv'yj = ky,
contradicting the fact that u # w. Therefore, none of the pairs {v,w}, {v,u} and {w,u}
satisfies Proposition 4.3.2 part (2).

Now, it is readily seen that, if one of the pairs satisfies Proposition 4.3.2 part (3) (respec-
tively, part (4)), then all pairs satisfy Proposition 4.3.2 part (3) (respectively, part (4)). In
particular, we deduce

ky tkw =7 = ky Tk,

contradicting the fact that u # w. (The argument when the pairs satisfy Proposition 4.3.2
part (4) is similar.) O

For two distinct vertices u,v € O;, let

U({u,v}) = f Y({u,v}, )
Gl b {1}

Similarly, for three distinct vertices u,v,w € O; and 5 € {1,...,b} \ {1,1}, let

U({u,v,w}) := ﬂ U({u,v,w}, j).
Je{1,....,b}\{1,3}

Our next result further refines these possibilities.

Proposition 4.3.4. Leti € {2,...,b}, and let u,v, and possibly w be distinct vertices in O;.

|R|
o Ifo(i) is odd, then |¥({u,v})| < 9e(R)=0.02-1x7

o If w exists and R/N is not an elementary abelian 2-group, then |¥({u,v,w})| <
2c(R)—o.oz% _
Proof. 1f o(i) is odd, then R/N is not an elementary abelian 2-group, so we may assume this
throughout the proof.
We define an auxiliary graph X: the vertex-set of X is {{j,j "'} | 7 € R/N} and the
vertex {j,j '} is declared to be adjacent to

{gitag ™y, g, ity (Y, ) and (e, it

In particular, X is a graph with c(R/N) vertices and where each vertex has valency at
most 4. Observe that some vertex {j,j !} might have valency less than four, because the
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elements {ji=1, i5~1}, {ij,77 Y}, {571,975} and {ji,i~'5'} are not necessarily distinct.
Moreover, some vertex {7,771} might have a loop: indeed, it is easy to check that {j,7 '}
has a loop if and only if j2 € {5,771}

Let Y be the subgraph induced by X on R/N \ I(R/N). Since R/N is not an elementary
abelian 2-group, by a result of Miller [118], we get |R\ I(R/N)| > |R/N|/4. Now, a classical
graph theoretic result of Caro-Turan-Wei [37, 159, 162] yields that Y has an independent set,
7 say, of cardinality at least

1 _IR/NIA IRl
degx (G N +1- 5 20[N]

{1}
o(j)>2

Thus Z = {{j1,57 '}, .-+, {je,j; '}}, for some £ > |R|/20|N|. The independence of Z
yields that, for every two distinct vertices {j, j,; '} and {j,,j, '} in Z, the neighbourhood of
{ju, 3t} and {jy,, j; '} are disjoint. Therefore, (4.3.1) yields that the events ¥({u,v},j) and
U({u,v},j") are independent, and likewise (if w exists) that the events ¥({u,v,w},j) and
U({u,v,w},j") are independent.

Furthermore, if o(7) is odd and one of these ¢ vertices corresponds to the unique j with
j2 = i then the same vertex corresponds to j !, and (j~!)? = i1 # i since o(4) is odd, so
we may choose the event W({u,v},j ') instead of ¥({u,v},), avoiding the possibility that
part (2) of Proposition 4.3.2 arises.

Thus, it follows from Proposition 4.3.3 for either ¥ = ¥({u,v}) or ¥ = ¥({u,v,w}) as

appropriate, that

|R|

U < (3>£ 9e(R) < (3> DN ge(R) _ ge(R)—loga(4/3)(gainy)  9e(R)=0.024%
= \4 = \4 '

We now use the bounds we have achieved, to show that the number of graphs admitting
automorphisms that fix every orbit Oy setwise, but act nontrivially on some Q; is a vanishingly
small fraction of the 2(f) Cayley graphs on R, as long as either o(i) is odd, or the orbit on
O; has length at least 3. Actually, these formulas only produce results that are vanishingly
small if |N| is small enough relative to |R| that |R|/|N| grows with |R|, so this is the point
at which it starts to become clear that we need to be assuming that |N| is relatively small,
in order to apply the results in this section. The result involving an orbit of length 3 does
not work in the case that R/N is an elementary abelian 2-group; this case will need to be
handled separately.

Lemma 4.3.5. Let

S:={SCR | S=5" there exists i € {2,...,b} with o(i) odd such that

(Fs)w, has a nontrivial orbit on O;}.
Furthermore, if R/N is not elementary abelian 2-group, let

S':={SCR | S=871 there existsic {2,...,b} such that
(Fs)w, has an orbit of cardinality at least 3 on O;}.

Then |S| < 20(3)—0-02%+log2(|Rl\N|/2) and |S'] < QC(R)—O.O2%+log2(\R||N\2/6)'
Proof. For each i € {2,...,b} with o(i) odd, let S; be the subset of S defined by
Si:={SCR|S=5"(Fs)y has a nontrivial orbit on O;}.

If o(i) is even then define S; = @. Clearly, S = J}_, S..
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Similarly, for each i € {2,...,b}, let S be the subset of S" defined by
S/:={SCR|S=5""(Fs)y has an orbit of cardinality at least 3 on O;}.

Clearly, 8" = ?_, S..

Let i € {2,...,b}, let S € S; with o(i) odd, or S € S/ (as appropriate) and let u,v, and
possibly w be distinct vertices of O; in the same (Fg)y,-orbit. In particular, there exists
f € (Fs)y, with u = v/, and if w exists then there exists f’ € (Fg)y, with u/" = w. Since f
(and f’ if it exists) is an automorphism of T'(R, S) fixing each N-orbit setwise, we deduce

o(S,v,5) = o(S,v,j) =0(S,u,j), and if w exists then
o(S,0. )0 = o(S,07, ) = a(S,w, j),

for every j € {1,...,b} \ {1,i}. Hence, |o(S,u,j)| = |o(S,v,j)|(= |o(S,w,j)|) and S €
U({u,v},j) or U({u,v,w},j). Since this holds for each j € {1,...,b} \ {1,i}, we get S €
U({u,v}) or S € U({u,v,w}).

The argument in the previous paragraph shows that

Si C U U({u,v}) or §; C U U({u,v,w}).
{up}co; {u,0,0}CO;
uFv {u,v,w}|=3

From Proposition 4.3.4, we deduce that

INT\ se(r)—0.02. 12 |R| IN|? c(R)—0.02- £l
SI<(b-1 2 N < L Lo IN|
[S1=( )< 2 = IN| 2

and ;
N[\ e(rR)=0.02- 18 |R| [N|? _c(R)—0.02- 18
s1< -1V N < L2 N O
S'1< ><3> < WG
Our next result deals specifically with the case that R/N is an elementary abelian 2-group.
(We refer to Section 4.3.1 for the definition of Bg.)

Lemma 4.3.6. (Recall the notation in Section 4.3.1.) Suppose R is not an abelian group
of exponent greater than 2, that R is not a generalized dicyclic group and that R/N is an
elementary abelian 2-group. Then

‘{S C R ‘ S = Sfl7 (BS)U() 7& 1}‘ < 2c(R)f%+(log2 |R\)2+2_

Proof. Let S :== {S C R | S = S71,(Bs)y, # 1}. Observe that the definition of Bg
immediately yields Bg < Aut(I'(R, S)). In particular, RBg is a group of automorphisms of
(R, S) acting transitively on the vertex set R and normalizing N. Since R is also transitive
on the vertex set, the Frattini argument gives RBg = R(Bg)uy,-
Let
§':={S €S| R<Ngps(R)} and S§":=8\§"

Since R is not an abelian group of exponent greater than 2 and since R is not a generalized
dicyclic group, Proposition 4.0.13 yields

[R|

{SC R[S =51 R < Naurmrsy (R} < 20000+ osa 07,

In particular, |S'] < 26095 +(log: [RD?,
For each S € 8", choose Gg a subgroup of RBg with R < G¢ and with R maximal in
Gs. Observe that Npp /n(R/N) = R/N, because Ngpg(R) = R.
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Let K be the core of R in Gg. Then

K= ()R> (] N=N.
g€Gs g€Gs

Since R is maximal in Gg, Gg/K acts primitively and faithfully on the set of right cosets of
R in Gg. The stabilizer of a point in this action is R/K. As N < K, we deduce that R/K
is an elementary abelian 2-group. From [121, Lemma 2.1}, we deduce |Gg : R| = [(Gg)y,| is
a prime odd number and |R: K| = 2.

We now partition the set &’ further. We define

C:={5 e8| (Gg)y, does not act trivially by conjugation on K},
C'=8"\C={S€S"|(Gs)y, < Cqy(K)}.

In what follows, we obtain an upper bound on the cardinality of C and C’.

For each S € C, let g : (Gg)y, — Aut(K) the natural homomorphism given by the
conjugation action of (Gg)y, on K. For each ¢ € Aut(K) \ {idx}, let C, :={S e C |y €
7s((Gs)wy)}. In other words, C, consists of the connection sets S such that (Gg),, contains
an element acting by conjugation on K as the automorphism . With this new setting,

ccC U Cop.
peAut(K)\{idx }

Since |(Gg)y,| is odd, then ¢ € m5((Gg)y,) has odd order. Using this and applying Theo-
rem 4.0.12 to the group K, we deduce that

{SNK|SeCy) <2,

for every ¢ € Aut(K) \ {idx}. In particular, as |K| = |R|/2, we have

K| K|+|I(K |R| | |R\K|+|I(R\K)| R|+|I(R)| |R R
\C¢|§2°(K)‘LT-2°(R\K) QILHICOL_ 1A | tats SQI IO o)

Since | Aut(K)| < 20022 1KD* | we deduce
| < 26(R)— 153+ (logs |RI)?.

Let S € C' and let ng be a generator of (Gg)y,: recall that (Gg)y, is a cyclic group of
order pg, where pg is an odd prime number. Suppose that ng fixes some vertex x € R\ K.
Then 27 = x, that is, vy’® = v¥. This yields znsz™! € (Gg)y, and € Ng4((Gs)y,)- Since
(Gs)y, centralizes K, we get (K, z,(Gg)vy) < Nag((Gs)w). As Gg = (K,z,(Gg)y,), We
deduce (Gg)y, 9 Gg, which is a contradiction because (Gg)y, is core-free in Gg. Therefore,
ns fixes no vertex in R\ K. Fix x € R\ K. Then 25 = xk, for some k € K \ {1}. Observe
that, for each k' € K, the image of xk’ under 7g is uniquely determined because

(xk")1s = g'ns = pnsk — (x"s)k, = (iL‘k‘)k = zkk'.

Applying this equality with ¥’ = k, we deduce o(k) = pg and hence k € N, because R/N is an
elementary abelian 2-group. This shows that the mapping ng is uniquely determined by the
image of one fixed element x € R\ K, which has to be of the form xk for some k € N. Thus
we have at most |N| choices for ng. Once that ng is fixed, we have at most 2lRl/2ps < 9|RI/6
choices for an ng-invariant subset of R\ K. We deduce

IC| < 2 | N| . 216 < 9e(R)— 3 +Hoga IN| < ge()—igy+(ogs [R)*+1 [
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We end this section by pulling together the above results. We are able to show that for all
but a small number of connection sets, every connection set S for every group R containing a
nontrivial proper normal subgroup N is covered in one of the previous two results. However,
we may have to substitute a larger normal subgroup K > N of R for N, which may mean
that the bound we achieve is not useful. These situations can be covered by the results from
Section 4.2.

Proof of Theorem 4.0.5. We use the notation established in Section 4.3.1. Let
S={SCR|S=5"13f¢ Naut(r(r,s)) (V) with f # 1 and 1/ =1, f fixes each N-orbit setwise}.

Observe that, for every S € S, we have (Bg),, # 1. We divide the set S futher:

S :={S eS| R < Naut(r(r,s)) ()},

Sy:={Se€S\S1| Ji € {2,...,b} with o(i) odd such that
(Fs)w, has a nontrivial orbit on O;},

S3:={S €S\ (S1US,) | R/N not an elementary abelian 2-group,

3i € {2,...,b} such that (Fgs),, has

an orbit of cardinality at least 3 on O;},
S1:={Se€8\(S1US US3)| R/N is an elementary abelian 2-group, (Bgs)y, # 1},
S5 =8\ (S1USUS3USy).

From Proposition 4.0.13, Lemma 4.3.5 and Lemma 4.3.6, we have explicit bounds for &1, So,
S3 and 84, and hence we may consider only the set Ss.

Let S € S5. Since S ¢ Sy, R/N is not an elementary abelian 2-group. Since S ¢ Ss,
(Fs)y, has orbits of cardinality at most 2, and so does (Bg)y,. Therefore, (Fg)y, and (Bg)y,
are elementary abelian 2-groups.

Now let Lg = {v; : (Fs)y, is trivial on O;}. Notice that Lg is in fact a group. Since
(Fs)y, is nontrivial, then Lg is a proper subgroup of R. Since S ¢ Sa, 7; € Lg for every i
with o(i) odd. Therefore N Lg contains all elements of R of odd order. Let

K:= () (NLg)?
g€ERBg

be the core of NLg in RBg. Since all conjugates of NLg in R also contain all elements of R
of odd order, we deduce that K also contains all elements of R of odd order and hence R/K
is a 2-group. As (Bg)y, is also a 2-group, we obtain that RBg/K is a 2-group. Therefore
Ngpg/k(R/K) > R/K. However, this implies that Ngpg(R) > R, but this contradicts the
fact that S ¢ S;. This shows that S5 = @. Now, adding the bounds produced for S; for each
1 <4 <4, we get the result. Indeed, using the first bound in Lemma 4.3.5 and the fact that
|R| > 2|N| > 4, we get

‘82‘ < 2C(R)_ 19|21ﬂ\1\ +logy |R|+logy |N|-1 < 2c(R)—19‘2L}|]\,‘—i-(10g2 |R|)2—2

Further, if |R| < 8, then |R| # 7 (because N is a nontrivial proper subgroup), that is |R| < 6.
Consequently,
log(|R||N|?/6) < 2logy |R| — 2 < (logy |R|)* — 2.

If |R| > 8, then
logy(|R||N|?/6) < logy | R| + 2logy | N| < 3logy |R| — 2 < (logy |R|)* — 2.
Using these, and the second bound in Lemma 4.3.5 we get

83| < 2°00) = Tomy HoBa (IRINE/6) . 5o(R)— oy +(logs [ R ~2
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This together with Proposition 4.0.13, and Lemma 4.3.6, yields

15| <a°UR- Ttk +osa IRD? (1 | 9-2 4 0-2 | 92y < 9elR)= ik +loga [R)?+3.
as required.

As in the proof of Theorem 4.0.4, we do not need to include the bound from Proposi-
tion 4.0.13 if we include the condition R = Ny (r,s))(R). If we omit this condition, then
we include this extra piece (which does not affect the overall bound as we have stated it)
but must not allow groups that are either abelian of exponent greater than 2, or generalised
dicyclic. O



Chapter A

Appendix

A.1 Quantitative version of Borel-Cantelli Lemma

Let P be a set with a positive, countable-additive measure p such that u(P) = 1. Denoting
with (X;,),cn @ sequence of events, we say that the events are pairwise independent if z1(X; N
X;) = (X)) pu(X;) for every i # j. Fix the notations

pr = u(Xy), Xi=P\ Xy
Theorem A.1.1 (Borel-Cantelli Lemma). Let (Xj),cy be a sequence of events.

1. If 371 <k<oo Pk 18 convergent, then

(of.5)

2. Assume that the events Xy are pairwise independent. If the series ) )<y, Pk is diver-

gent, then
keN \k<n<oo

See [97, Propositions 16.4.1, 16.4.2] for a proof of Lemma A.1.1. A slightly stronger form
is proved in [142, Chapter VII §5]. We want to show that, for any n € N, the following holds.

Lemma A.1.2 (Quantitative version of Borel-Cantelli Lemma). Let (X}),cy be a sequence
of pairwise independent events. Then

1
o X < =—— Al1l
(1!,)3” k) Z1gk§n Pk ( )

The proof need some preliminaries. For any n € N, let o, : P — {0, 1} be the character-
istic function of X,,, that is,
1, ifx e X,
an(z) =

0, otherwise.

Note that, o, is a measurable function on P, and p, = pu(X,) = [p o Define

F.(z) = Z (o () — pr).

1<k<n

The expectation of this random variable is E(F;,) = 0.
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Lemma A.1.3. [97, Lemma 16.4.3] For each n, the variance of F,, can be computed as

follows:
var(Fo) = > p(l=pr) < Y pe

1<k<n 1<k<n

Observe that, the proof of Lemma A.1.3 required the pairwise independency of the se-
quence of events { X }ren.

Lemma A.1.4 (Chebyshef’s inequality, [97, Lemma 16.4.4]). Let f be a measurable function
on P. For A\ > 1 put

By={zeP :(f(2) = B(f)) > A-var(f)}.

Then
w(By) < 1/

Proof of Theorem A.1.2. We may suppose ».j<<, Pk > 1 (otherwise the inequality is triv-
ial). For each n, define

Y, :={z € P| F,(x - ) pr), with 0<e<1.
1<k<n

For every =z € Y,,, we get that

where

- g2 <Z1gkgnpk)2 o
N var(Fy,) =c Z P )

1<k<n

(Note that the inequality above follows form Lemma A.1.3.)
We know that >y <, pr > 1, thus 3214, pr > 1 + 6, for some 6 > 0. Taking e* =
1 for every e € (¢*,1), we get that

(1+9)’
e2. Z pe | > 1.
1<k<n

Hence, form Lemma A.1.4, with f = F),, we deduce that

1
2. (E1gkgn pk) '

M(Yn) <

However, for every = € (<<, Xi, we have that

Z Pk < —¢€- Z Pk-

1<k<n 1<k<n

Therefore,

1
(1 X0 <pn) < .
1<k<n € '(Z1gk§npk>

Taking the limit as € go to 1 we get (A.1.2). O




Glossary

In this section, we list some definitions and notations used throughout the thesis. First,
we list some symbols or acronyms and juxtapose the description. Then the other lists are
organized as follow: we have what should be defined on the left, a definition on the middle
and the symbol or the acronym (if necessary) on the right. If we do not say differently, in
what follows G will be an abstract group.

Symbol or Acronym Description

CFSG Classification of finite simple group.

PFG Positively finitely generated.

c(G) The number of inverse-closed subsets of G

Cea(y) {z € G| 2¥ =z}, where ¢ is an automorphism of G.
d(Q) The minimal size of a generating set of a finitely gener-

ated group G.

d,(G) The minimal number of generators of a Sylow p-
subgroup of a finite group G.

e(G) The expected number of elements of a (pro)finite group
G which have to be drawn at random, with replacement,
before a set of generators is found.

er(G) The expected number of elements of a permutation
group G < Sym(n) which have to be drawn at ran-
dom, with replacement, before a set of generators of a
transitive subgroup of G is found.

F*(G) Generalized Fitting subgroup of G
log Logarithm in base 2 of z.
log, = Logarithm in base a of .
m(Q) the largest size of a minimal generating set of G.
m(G, N) m(G) — m(G/N) where N is a normal subgroup of a

finite group G.
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Symbol or Acronym Description

mn(Q)
max(H,G)

M(G)
Mg (H)
Oc(H)

OG(H)//

o(x) or |z|
P(X)
Pa(k)

PT(G7 k)

number of maximal subgroups of index n in G.

{M | M maximal subgroup of G with H < M},
where H is a subgroup of a finite group G.

sup,,>9 log,, mn (G).

The set of maximal members of Og(H)".

Oc(H)\{H,G}, where H is a subgroup of a finite group
G.

{M € Oq(H) | F*(G) £ M}, where H is a subgroup of
a finite group G.

The order of the element z in G

{Y | Y C X}, for some set X.

Probability that k£ randomly chosen elements of a
(pro)finite group G generate G.

Probability that k randomly chosen elements of a per-
mutation group G < Sym(n) generate a transitive sub-
group of G.

ZPGW(G) dp (G) :

The number of non-Frattini chief factors G-equivalent
to A in any chief series of G.

x(1,G).

min{k € N | Pg(k) > 1/e}, where e is the Nepero num-
ber

The set of prime divisors of the order of a finite group

G.

The number of distinct prime divisors of r.
The number of prime numbers less than or equal to x.
The minimum of a (finite) lattice L.

The maximum of a (finite) lattice L.



Block of imprimitiv-
ity

Block system or Sys-
tem of imprimitiv-
ity

Boolean lattice

BN-pair

Centralizer

Coatom of a lattice

Complemented lat-
tice

A block of imprimitivity of a transitive group
G < Sym(Q) is a non-empty subset B of {2
such that, for every g € G, either BN BY = g
or B = DBY.

Let B be a block of of a transitive group G <
Sym(Q), the set {BY | g € G} is a block system

A lattice L is said to be Boolean if £ is isomor-
phic to the lattice of subsets of a set X, that
is, L= P(X).
A BN-pair in G is a pair (B, N) of subgroups
of GG such that

1. B and N generates G and H := NN B
is normal in N,

2. The group W = N/H = (S) where all
the elements of S have order 2,

3. For every s € S and w € W, then sBw
is contained in the union of BswB and
BwB,

4. No generator s normalizes B.

If A is a G-group the centralizer of A in G is
{g€G|a?=a,Vac A}.

A coatom of a finite lattice L is an element
s € L that 1 covers, that is s < 1 and [s,1] =
{s,1}.

A lattice L with 0 and 1 is complemented if for
all s € L there is a t € L such that sAt =0
and sVt =1.

Cg(A)
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Definition Notation

(a,b)- regular parti- A partition X ofa set Q2 is an (a, b)-regular par-

tion tition when it consists of b parts each having
cardinality a.

Atom of a lattice An atom of a finite lattice L is an element ¢t € L
covering 0, that is 0 < t and [0,] = {0,t}.

Base A subset B of Q is a base for a permutation
group G < Sym(€Q) if the pointwise stabilizer
G(B) is trivial.

Base size The base size a permutation group G < b(G, Q) or
Sym(€2) is the minimal cardinality of a base b(G) when
for G Q) is clear
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Definition

Notation

Cayley digraph and
Cayley graph

Chief factor
Complemented
chief factor

Core

Crown

Crown-based power

d-generated group

Distributive lattice

Dicyclic or gener-
alised quaternion
group

Let R be a group and let S be a subset of
R. The Cayley digraph with connection set S,
is the digraph (V, E) with with V = R and
{r,t} € E if and only if tr—! € S. When
S = S~!is an inverse-closed subset of R, then
(V, E) is the Cayley graph with connection set
S.

A chief factor of a finite group G is a quotient
H/K where K is a normal subgroup of G and
H/K is a minimal normal subgroup of G/K.
A chief factor X/Y of G is complemented if

there exists a subgroup U, called complement,
such that G =UX and Y =U N X.

The core of a subgroup M of G is the group
ﬂgeggflMg. This is the largest subgroup of
M that is normal in G.

Let A be a non-Frattini chief factor of G,
Ny :={N <G| G/N = Ljand soc(G/N) ~¢
A} and let Rg(A) = Nyean, N- Then
G/Rg(A) is isomorphic to the crown-based
power (L4)s;(a)- The A-crown of G is the so-
cle of G/Rg(A).

The crown-based power of G of size k is the
subgroup of the group G* defined by

{(1,...,lx) € G¥ | I = - = l(mod soc(G))}.

A d-generated group is a finitely generated
group G such that d(G) < d

A lattice L is distributive lattices when the
distributive laws are satified. That is, for all
s,t,u € L, the following are verified

sV({tAu)=(sVt)A(sVu)

sSA(tVu)=(sAt)V(sAu).

(Either of these laws implies the other.)

A group is called dicyclic or generalised
quaternion group if it is isomorphic to some
Dic(A,y,z) with A a cyclic group

I'(R,S)

coreg(M) or Mg

Ia(A)/Ra(A)

Gy,



generators

for G if every element of G can be express as a
product of elements of X UX~!. The elements
of X are called generators
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Definition Notation
Dual Euler totient For a subgroup H of G, the dual Euler totient O(H, Q)
of H in G of H in G is defined as follows:
Y. WHK)G: K|
KeOg(H)
Euler totient of G Let G be a finite group, the Euler totient of G o(G)
is the number of elements ¢ such that (g) = G.
Euler totient of H in For a subgroup H of G, the Euler totient of  p(H,G)
G H in G is the number of cosets Hg such that
(Hg) = G.
Fixed-points-free A permutation g € G < Sym(Q2) with no fixed
permutation points.
Fixed points set of a The set of points in Q fixed by ¢ € G < fixa(g)
permutation Sym(€2).
Frattini chief factor A Frattini chief factor of G if is a chief fac-
tor X/Y contained in the Frattini subgroup of
G/Y
Frattini subgroup The Frattini subgroup of G is the intersection Frat(G)
of all the maximal subgroups of G
G-group A G-group is a group A together with a group
homomorphism 6 : G — Aut(A).
G-isomorphic Two G-groups A and B are said to be G- A=s B
groups somorphic if there exists an isomorphism ¢ :
A — B such that (a9)? = (a¥)9, for every
a € A and for every g € G.
G-isomorphic Two G-groups A and B are G-equivalent if A ~g B,
groups there exist two isomorphisms ¢ : A — B and
® : Ax G — B x G such that the following
diagram commutes.
le—>A——=>AXG —>G—>1
e
l——=B——=BxG—G—>1
Generalised dicyclic Let A be an abelian group of even order and Dic(A4,y, )
group of exponent greater than 2, and let y be an
involution of A. The generalised dicyclic group
is the group (A,z | 22 = y,a® = a },Va €
A). A group is called generalised dicyclic if
it is isomorphic to some (A, | 22 = y,a* =
a1, Va € A).
Generating set and We say that a subset X of G is a generating set G = (X)



the set of subgroups of G containing H
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Definition Notation
Graph (Digraph) A graph (digraph) I' is an ordered pair (V, E)
with V' a finite non-empty set of vertices, and
E a set of unordered (ordered) pairs from V,
representing the edges.
Graph (Digraph) An automorphism of a graph (digraph) (V, E)
automorphism is a permutation on V that preserves the set
E.
Graphical (Di- A graphical (digraphical) regular representa- GRR (DRR)
graphical) regular tion for a group R is a graph (digraphical)
representation whose full automorphism group is the group R
acting regularly on the vertices of the graph.
Group- A lattice L is called group-complemented if
complemented st = sCs for every s € L.
boolean lattice
Imprimitive group A transitive permutation group G < Sym(f2)
is imprimitive if it admit a non-trivial block.
Intervals of a poset  An interval with extremes s,t € P of a poset [s, ]
(P,<)istheset {ue P|s<u<t}
Irreducible G-group A G-group A is said to be irreducible if G
leaves invariant no non-identity proper normal
subgroup of A.
Large base permu- The permutation group G is large base if there
tation group exist integers m and r > 1 such that Alt(m)" <
G < Sym(m)wrSym(r), where the action of
Sym(m) is on k-element subsets of {1,...,m}
Lattice-complement A lattice-complement of a element s in com- sC
plemented lattice L is an element ¢ € L such
that sVt=1and sAt=0
Maximal system of A system of imprimitivity > of a transitive
imprimitivity group G < Sym(2) is maximal if the induced
permutation group G* < Sym(X) is primitive.
Minimal or Inde- A generating set X of a group G is said to be
pendent generating minimal if no proper subset of X generates G.
set
Mo6bius function on Let A = (X, <) be a finite poset. The M&bius LA
a poset function on the poset A is the unique function
pp 2 X x X — Z, satisfying p(x,y) = 0 unless
x < y and the recursion formula
1 ifx=z,
Z Haly, 2) = 0 otherwise
z<y<z '
Orbit Let G < Sym(f2). The orbit of w € Q is the wC
set {w9 | g € G}
Overgroup lattice The overgroup lattice of a subgroup H of G is Oc(H)
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Definition

Notation

Open intervals of a
poset

Normalizer

Partial order in the
set of all regular
product structures

Primitive group

Primitive mono-
lithic group

Primitive mono-
lithic group asso-

ciated to a chief
factor

Pointwise stabilizer

Rank of a Boolean
lattice

Reduced Euler
characteristic H in

G

An open interval with extremes s,t € P of a
poset (P, <) is the set {u € P|s <u <t}

The normalizer of a subgroup H of G is the set
{9eG g 'Hg=H}

Let F:={Q; |i€I}and F:={Q;|j €I} be
regular (m, k)- and (7, k)-product structures
on (), respectively. Set I := {1,...,k} and
I = {1,...,]::}, and define F < F if there
exists a positive integer s with k = ks, and a
regular (s, k)-partition ¥ = {o; | i € I} of I,
such that for each ¢ € I and each j € oy, Qj <
Q;, that is, the partition £2; is a refinement of
the partition Qj.

An abstract group G is said to be primitive if
it has a maximal subgroup with trivial core.
A transitive permutation group G < Sym(f2)
is primitive if it admits only the trivial blocks.
Note that the two definition are equivalent.

A primitive group G is said to be monolithic if
soc(L) is a minimal normal subgroup of G.

G is of type I when soc(L) is abelian

G is of type II when soc(L) is nonabelian

The monolithic primitive group associated
to the chief factor A of G is defined A x
(G/Cg(A)) when A is abelian or G/Cg(A)
otherwise.

The pointwise stabilizer in G < Sym(2) of
I' C Q is the subgroup of GG consisting of the
elements g € G for which v9 = ~ for any v € T".
The rank of a Boolean lattice £ = P(X) is the
size of X

For a subgroup H of G, the reduced Euler char-
acteristic H in G is defined as follows:

- 2

KeOg(H)

WK, Q)G : K|

(s,t)

N¢(H)

La

G

X(H,G)
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Definition

Notation

Regular (m, k)-
product structure

Regular orbit

Refinement of a par-
tition

Regular or uniform
partition

Semi-direct product

Setwise stabilizer

Socle

Stabilizer or point
stabilizer

Stabilizer of a parti-
tion

Stabilizer of a reg-

ular (m, k)-product
structure
(strongly) ex-

tendible generating
set

A regular (m, k)-product structure on € is a
bijection f : Q — T, where I := {1,...,k}
and I' is an m-set. The function f consists
of a family of functions (f; : Q@ = I' | i € I)
where f(w) = (fi(w),..., fr(w)), for each w €
Q. The following is an equivalent definition.
Let F := {€; | i € I} be a set of partitions
Q; of Q into m blocks of size m*~1, let [w];
be the block of €2; containing the point w, and
let F(w) := {[w]; | i € I}. The set F is a
product structure if, for each pair of distinct
points w,w’ € Q, we have F(w) # F(w').

A regular orbit of G < Sym(€) is a orbit hav-
ing a point w such that G, =1

A refinement of a partition ¥ of a set € is a
partition ¥o of {2 such that every element in
Y1 is a union of elements in Xs.

A partition ¥ of a set §2 is said to be regu-
lar or uniform if all parts in ¥ have the same
cardinality.

Given a G-group A, we have the corresponding
semi-direct product where the multiplication
is given by giaj - goas = g1g2a{as, for every
ai,as € A and for every g1,g2 € G.

The setwise stabilizer in G < Sym(2) of I' C Q
is the subgroup of G consisting of the elements
g € G for which 49 €T for every vy € I'.

The socle of a group G is the subgroup gener-
ated by the minimal normal subgroups.

Let G < Sym(f2). The stabiliser of w € Q
the subgroup of G consisting of those elements
that fix w.

Let ¥ be a partition of a set 2. The stabilizer
of the partition Y consisting of the elements
g € G for which 'Y € ¥ for every part I' of .
Let F = {Q,...,Q} be a (m,k)-product
structure on 2. The stabilizer of F consist-
ing of the elements g € G for which Qf € F,
for every i € {1,...,k}.

An extendible generating set of a finite group
G is a minimal generating set having a (strong)
immediate descendant

21 < o

AN@G
A x G when 60

is clear

GF or Ng(r)
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Definition

Notation

(strong) immediate
descendant of a gen-
erating set

(strong) descendant
of a generating set

(strongly)  totally
extendible generat-
ing set

Transitive group

Trivial blocks

Trivial partitions

Wreath product

An extendible generating set of a finite
group G is a minimal generating set w
{g1,...,9r} for which there exist 1
i < k and z1,79 in G such that @
{91,---,9i-1,%1,%2, gi+1, ..., gk} is a minimal
generating set of G. If g; = x1x9, then we say
that @ is a strong immediate descendant of w.

A i

A minimal generating set w* of cardinality ¢
(with ¢ > k) is a (strong) descendant of w if
there exists a sequence wqg,w1,...,w;_r where
wp = w, w* = wi_ and w; is a (strong) im-
mediate descendant of w;_; for every 1 < j <
t—k.

A (strongly) totally extendible extendible gen-
erating set of a finite group G is a minimal gen-
erating set having a (strong) descendant m(G).

An abstract group G is said to be transitive
if it admits a subgroup with trivial core. A
permutation group G < Sym(€2) is transitive
if W& = Q, for any w € Q. Note that the two
definition are equivalent.

The singleton {w} C Q and the whole  are
the trivial blocks of every transitive group G <
Sym(€2).

A partition X of € is said to be trivial if ¥ =
{Q}orif ¥ ={{w} |we Q}.

Let H < Sym(T") and K < Sym(n) be permu-
tation groups with |I'|,n > 2. Let H" be the
direct product of n copies of H. The group
K acts on H" by permuting the coordinates.
Specifically m € K acts on H" by setting:

(X1, .. xn)" = (,Z'lﬂ,—17 .. ,xnﬂfl).

The wreath product of H and K is the cor-
responding semidirect product H"K, so the
group operation is defined as follows:

(a1,...,ap)o - (b1,...,by)T = (a1b1o, ..., anbyo)oT

The direct product H" is the base group and
K is the top group of the wreath product

HwrK or H1 K
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