
Analysis in the space of measures

P. Cardaliaguet
Paris Dauphine University

April 2019

These notes were written in April 2019 for a course given at the University of Padova where
the author was invited. The author wishes to thank the University for its hospitality.

Introduction

The goal of this short course is to introduce some aspects of the calculus in the space of prob-
ability measures. These questions have attracted a lot of attention in the last two decades. A
first motivation has been the theory of optimal transport and the analysis of the gradient flows
in the space of measures [2, 35, 36, 37]. Another subject, the theory of mean field games (MFG),
see [9, 16, 29, 30, 31, 32], has shown the necessity to develop calculus and the analysis of partial
differential equations in the space of probability measures. Closely related to MFG, the mean
field type control problems are nothing but optimal control problem in this space. Let us also
note that stochastic control problems in which the cost (or the dynamics) depends on the entire
law of the process can be recasted in this framework.

In these short notes we will first briefly survey the various notions related to differentiability
in the space of probability measures and compare them. Then we will use these notions to present
several computations in this space: optimality conditions, Itô’s formulas. We finally discuss a
typical example of problem of calculus of variation in the space of probability measures.
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1 The Wasserstein space of probability measures

In this part, we briefly recall without proof classical topics on the space of probability measures
and on Wasserstein distance. Standard references on this part are, for instance, the monographs
[2, 35, 36, 37].

1.1 Basic definitions and properties

Given p ě 1, we denote by PppRdq the Wasserstein space of Borel probability measures which
satisfy the moment condition ˆ

Rd
|x|pmpdxq ă `8.

The Wasserstein space on Rd is endowed with the distance

dppm,m
1q “

ˆ

inf
πPΠpm,m1q

ˆ
RdˆRd

|x´ y|pπpdx, dyq

˙1{p

,

where Πpm,m1q is the set of couplings between m and m1, i.e., the Borel measurable measures
π on Rd ˆ Rd such that πpAˆ Rdq “ mpAq and πpRd ˆ Aq “ m1pAq for any Borel set A Ă Rd.
We will mostly work on P2pRdq with the distance d2.

It is known that the dp are distances on PppRdq which (almost) metricizes the weak conver-
gence. Namely

Proposition 1.1. (see [2]) Let pmnq a sequence in PppRdq and m P PppRdq. There is an
equivalence between:

(i) dppmn,mq Ñ 0,

(ii) pmnq weakly converges to m and

ˆ
Rd
|x|pmnpdxq Ñ

ˆ
Rd
|x|pmpdxq.

(iii) pmnq weakly converges to m and lim
RÑ`8

sup
n

ˆ
BcR

|x|pmnpdxq “ 0, where BR “ tx P Rd, |x| ď

Ru.

Proposition 1.2 (Existence of optimal plans). For any p ě 1 and any m,m1 P PppRdq, there
exists at least one optimal plan π P Πpm,m1q, i.e., such that

dpppm,m
1q “

ˆ
RdˆRd

|x´ y|pπpdx, dyq.

We denote by Πoptpm,m1q the set of optimal plans from m to m1.

Proof. Let πn P Πpm,m1q be a mininizing sequence. Let us check that it is tight. As Rd is a
Polish space, the measures m and m1 are tight: for any ε ą 0, there exists a compact set K Ă Rd
such mpRdzKq ď ε and m1pRdzKq ď ε. Therefore, for any n,

πnpR2dzK ˆKq ď πnppRdzKq ˆ Rdq ` πnpRd ˆ pRdzKqq ď mpRdzKq `m1pRdzKq ď 2ε.

So pπnq is tight and, by Prokhorov Theorem, it converges weakly (up to a subsequence denoted
in the same way) to a measure π. One easily checks that π P Πpm,m1q. On the other hand, for
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any R ą 0,

ˆ
R2d

pR^ |x´ y|pqπpdx, dyq “ lim
n

ˆ
R2d

pR^ |x´ y|pqπnpdx, dyq

ď lim sup
n

ˆ
R2d

|x´ y|pπnpdx, dyq “ dpppm,m
1q.

Letting RÑ `8, we find that

ˆ
R2d

|x´ y|pπpdx, dyq ď dpppm,m
1q,

which shows the optimality of π.

Given x “ px1, . . . , xN q P pRdqN , the empirical measure associated with x is the measure

mN
x :“

1

N

N
ÿ

i“1

δxi .

We often use the following result, which is intuitively obvious, but which is not so easy to prove:

Proposition 1.3. (see [2]) Let x “ px1, . . . , xN q P pRdqN and “ py1, . . . , yN q P pRdqN . Then

dpppm
N
x ,m

N
y q “ inf

σPSN

1

N

N
ÿ

i“1

|xi ´ yσpiq|
p,

where SN is the set of permutation over t1, . . . , Nu.

1.2 Formulation in a probability space

Let pΩ,F,Pq be an atomless probability space. By an atomless probability space, we mean a space
such that, for any A P F such that PrAs ą 0, there exists B P F such that 0 ă PrBs ď PrAs. Let
us recall that, for any Borel measure µ on any Polish space E, there exists a E´valued random
variable X with law µ : LpXq “ µ (See Proposition 9.1.11 in Bogachev [11] or Proposition 9.1.2
and Theorem 13.1.1 in Dudley [20]).

Proposition 1.4. We have

dppm,m
1q “ inf

pX,X 1q
E
“

|X ´X 1|p
‰1{p

,

where the infimum is computed over the pairs of random variables pX,X 1q in Rd such that
LpXq “ m and LpX 1q “ m1.

1.3 The Glivenko-Cantelli law of large numbers

Let pXnq be an i.i.d. sequence of random variable in L1pΩq (where pΩ,F,Pq is a probability
space). Let

mN :“
1

N

N
ÿ

n“1

δXn
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be the associated sequence of empirical measures. Let m be the common law of the Xn. If
m P P2pRdq, the Glivenko-Cantelli law of large numbers states that the pmN q converges almost
surely to m:

P
„

lim
NÑ`8

d2pm
N ,mq “ 0



“ 1

and one also easily checks that
E
“

d2
2pm

N ,mq
‰

“ 0.

Under additional conditions this convergence can be quantified: let

Mqpmq :“

ˆ
Rd
|x|qmpdxq.

Theorem 1.5 (see [18]). If m P PqpRdq for some q ą 4, there there exists a constant C “

Cpd, q,Mqpmqq such that

E
“

d2
2pm

N ,mq
‰

ď

$

&

%

N´1{2 if d ď 3

N´1{2 lnpNq if d “ 3

N´2{d if d ą 4.

2 Differentiability of maps on the Wasserstein space

In this section, we discuss different notions of derivatives in the space of probability measures
and explain how they are related. This part is, to a large extend, borrowed from [18].

2.1 The flat derivative

Definition 2.1. Let U : P2pRdq Ñ R. We say that U is of class C1 if there exists a jointly
continuous and bounded map δU

δm : P2pRdq ˆ Rd Ñ R such that

Upm1q ´ Upmq “

ˆ 1

0

ˆ
Rd

δU

δm
pp1´ hqm` hm1, yqpm1 ´mqpdyqdh @m,m1 P P2pRdq.

Moreover we adopt the normalization convention

ˆ
Rd

δU

δm
pm, yqmpdyq “ 0 @m P P2pRdq. (1)

Note that, if U is of class C1, then the following equality holds for any m P P2pRdq and
y P Rd

δU

δm
pm, yq “ lim

hÑ0`

1

h
pUpp1´ hqm` hδyq ´ Upmqq .

Here is a kind of converse.

Proposition 2.2. Let U : P2pRdq Ñ R and assume that the limit

V pm, yq :“ lim
hÑ0`

1

h
pUpp1´ hqm` hδyq ´ Upmqq

exists and is jointly continuous and bounded on P2pRdq ˆ Rd. Then U is C1 and δU
δmpm, yq “

V pm, yq.
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Proof. Although the result can be expected, the proof is a little involved and can be found in
[17].

Let us recall that, if φ : Rd Ñ Rd is a Borel measurable map and m is a Borel probability
measure on Rd, the image of m by φ is the Borel probability measure φ7m defined byˆ

Rd
fpxqφ7mpdxq “

ˆ
Rd
fpφpyqqmpdyq @f P C0

b pRdq.

Proposition 2.3. Let U be C1 and be such that Dy
δU
δm exists and is jointly continuous and

bounded on P2pRdq ˆ Rd. Then, for any Borel measurable map φ : Rd Ñ Rd with at most a
linear growth, the map sÑ UppidRd ` sφq7mq is differentiable at 0 and

d

ds |s“0

UppidRd ` sφq7mq “

ˆ
Rd
Dy

δU

δm
pm, yq ¨ φpyqmpdyq.

Proof. Indeed

UppidRd ` sφq7mq ´ Upmq “

ˆ 1

0

ˆ
Rd

δU

δm
pmh,s, yqppidRd ` sφq7mq ´mqpdyqdh

“

ˆ 1

0

ˆ
Rd
p
δU

δm
pmh,s, y ` sφpyqq ´

δU

δm
pmh,s, yqqmpdyqdh

“ s

ˆ 1

0

ˆ 1

0

ˆ
Rd
Dy

δU

δm
pmh,s, y ` sτφpyqq ¨ φpyqmpdyqdhdτ,

where
mh,s “ p1´ hqm` hpidRd ` sφq7m.

Dividing by s and letting sÑ 0` gives the desired result.

Let us recall that, if m,m1 P P2pRdq, the set Πoptpm,m1q denotes the set of optimal transport
plans between m and m1 (see Proposition 1.2).

Proposition 2.4. Under the assumptions of the previous Proposition, let m,m1 P P2pRdq and
π P Πoptpm,m1q. Then

ˇ

ˇ

ˇ

ˇ

Upm1q ´ Upmq ´

ˆ
R2d

Dy
δU

δm
pm,xq ¨ py ´ xqπpdx, dyq

ˇ

ˇ

ˇ

ˇ

ď opd2pm,m
1qq.

Remark 2.5. The same proof shows that, of π is a transport plan between m and m1 (not
necessarily optimal), then

ˇ

ˇ

ˇ

ˇ

Upm1q ´ Upmq ´

ˆ
R2d

Dy
δU

δm
pm,xq ¨ py ´ xqπpdx, dyq

ˇ

ˇ

ˇ

ˇ

ď o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

.

Proof. Let φtpx, yq “ p1 ´ tqx ` ty and mt “ φt7π. Then m0 “ m and m1 “ m1 and, for any
t P p0, 1q and any s small we have

Upφt`s7πq ´ Upφt7πq “

ˆ 1

0

ˆ
Rd

δU

δm
pms,h, yqpφt`s7π ´ φt7πqpdyqdh

“

ˆ 1

0

ˆ
R2d

δU

δm
pms,h, p1´ t´ sqx` pt` sqyq ´

δU

δm
pms,h, p1´ tqx` tyq πpdx, dyqdh

“ s

ˆ 1

0

ˆ 1

0

ˆ
R2d

Dy
δU

δm
pms,h, p1´ t´ τsqx` pt` τsqyq ¨ py ´ xq πpdx, dyqdhdτ,
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where ms,h “ p1´ hqφt`s7π ` hφt7π. So, dividing by s and letting sÑ 0 we find:

d

dt
Upφt7πq “

ˆ
R2d

Dy
δU

δm
pφt7π, p1´ tqx` tyq ¨ py ´ xq πpdx, dyq.

As Dy
δU
δm is continuous and bounded by C, for any ε, R ą 0, there exists r ą 0 such that, if

d2pm,m
1q ď r and |x|, |y| ď R, then

|Dy
δU

δm
pφt7π, p1´ tqx` tyq ´Dy

δU

δm
pm,xq| ď ε` 2C1|y´x|ěr.

So
ˇ

ˇ

ˇ

ˇ

ˆ
R2d

Dy
δU

δm
pφt7π, p1´ tqx` tyq ¨ py ´ xq πpdx, dyq ´

ˆ
R2d

Dy
δU

δm
pm,xq ¨ py ´ xqπpdx, dyq

ˇ

ˇ

ˇ

ˇ

ď δR `

ˆ
pBRq2

pε` 2C1|x´y|ěrq|y ´ x|πpdx, dyq ď δR ` εd2pm,m
1q `

2C

r
d2

2pm,m
1q.

where

δR :“

ˆ
R2dzpBRq2

|Dy
δU

δm
pφt7π, p1´ tqx` tyq ¨ py ´ xq| ` |Dy

δU

δm
pm,xq ¨ py ´ xq|πpdx, dyq

ď C

ˆ
R2dzpBRq2

|y ´ x|πpdx, dyq ď Cd2pm,m
1qπ1{2pR2dzpBRq

2q “ d2pm,m
1qoRp1q.

This proves the result.

2.2 W´differentiability

Next we turn to a more geometric definition of derivative in the space of measure. For this, let
us introduce the notion of tangent space to P2pRdq.

Definition 2.6 (Tangent space). The tangent space TanmpP2pRdqq of P2pRdq at m P P2pRdq is
the closure in L2

mpRdq of tDφ, φ P C8c pRdqu.

Following [3] we define the super and the subdifferential of a map defined on P2pRdq:

Definition 2.7. Let U : P2pRdq Ñ R, m P P2pRdq and ξ P L2
mpRd,Rdq. We say that ξ belongs

to the superdifferential B`Upmq to U at m if, for any m1 P P2pRdq and any transport plan π
from m to m1,

Upm1q ď Upmq `

ˆ
RdˆRd

ξpxq ¨ py ´ xqπpdx, dyq ` o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

.

We say that ξ belongs to the subdifferential B´Upmq to U at m if ´ξ belongs to D`p´Uqpmq.
Finally, we say that the map U is W´differentiable at m if B`Upmq X B´Upmq is not empty.

One easily checks the following:

Proposition 2.8. If U is W´differentiable at m, then B`Upmq and B´Upmq are equal and
reduce to a singleton, denoted tDmUpm, ¨qu.

Remark 2.9. On can actually check that DmUpm, ¨q belongs to TanmpP2pRdqq.
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Proof. Let ξ1 P D
`Upmq and ξ2 P D

´Upmq. We have, for any m1 P P2pRdq and any transport
plan π from m to m1,

ˆ
RdˆRd

ξ2pxq ¨ py ´ xqπpdx, dyq ` o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

ď Upm1q ´ Upmq ď

ˆ
RdˆRd

ξ1pxq ¨ py ´ xqπpdx, dyq ` o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

.

In particular, if we choose m1 “ p1` hφq7m and π “ pId, Id` hφq7m for some φ P L2
mpRd,Rdq

and h ą 0 small, we obtain

h

ˆ
Rd
ξ2pxq ¨ φpxqmpdxq ` o phq ď Upm1q ´ Upmq ď h

ˆ
Rd
ξ1pxq ¨ φpxqmpdxq ` o phq ,

from which we easily infer that ξ1 “ ξ2 in L2
mpRdq.

We have seen in Remark 2.5 that if U is C1 with DyδU{δm continuous and bounded, then
U is W-differentiable. In this case it is obvious that DmUpmq belongs to TanmpP2pRdqq by
definition.

2.3 Link with the L´ derivative

Another possibility for the notion of derivative is to look at the set of Borel probability measures
as the law of random variables with values in Rd and to use the fact that this set has a Hilbertian
structure.

Let pΩ,F,Pq an atomless probability space. Given a map U : P2pRdq Ñ R, we consider its
extension Ũ to the set of random variables L2pΩ,Rdq:

ŨpXq “ UpLpXqq @X P L2pΩ,Rdq.

(recall that LpXq is the law of X, i.e., LpXq :“ X7P. Note that LpXq belongs to P2pRdq because
X P L2pΩq). The important point is that L2pΩ,F,Pq is a Hilbert space, in which the notion of
Frechet differentiability makes sense.

For instance, if U is a map of the form

Upmq “

ˆ
Rd

φpxqmpdxq @m P P2pRdq, (2)

where φ P C0
c pRdq is given, then

ŨpXq “ ErφpXqs @X P L2pΩ,Rdq.

Definition 2.10. The map U : P2pRdq Ñ R is L´differentiable at m P P2pRdq if there exists
X P L2pΩ,Rdq such that LpXq “ m and the extension Ũ of U is Frechet differentiable at X.

The following result says that the notion of L´differentiability coincides with that of W´dif-
ferentiability and is independent of the probability space and of the representative X. The first
statement in that direction goes back to Lions [32], the version given here is can be found in
[26] (see also [1], from which the sketch of proof of Lemma 2.13 is largely inspired).
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Theorem 2.11. The map U is W´differentiable at m P P2pRdq if and only if U is L´differentiable
at some (or thus any) X P L2pΩ,Rdq with LpXq “ m. In this case

∇ŨpXq “ DmUpm,Xq.

The result can be considered as a structure theorem for the L-derivative.
For instance, if U is as in (2) for some map φ P C1

c pRdq, then it is almost obvious that

∇ŨpXq “ DφpXq

and thus
DmUpm,xq “ Dφpxq.

The proof of Theorem 2.11 is difficult and we only sketch it briefly. Complete proofs can be
found in [26] or [1]. The first step is the fact that, if X and X 1 have the same law, then so do
∇UpXq and ∇UpX 1q:

Lemma 2.12. Let U : P2pRdq Ñ R and Ũ be its extension. Let X,X 1 be two random variables
in L2pΩ,Rdq with LpXq “ LpX 1q. If Ũ is Frechet differentiable at X, then Ũ is differentiable at
X 1 and pX,∇UpXqq has the same law as pX 1,∇UpX 1qq.

(Sketch of) proof. The idea behind this fact is that, if X and X 1 have the same law, then one
can “almost” find a bi-measurable and measure-preserving transformation τ : Ω Ñ Ω such that
X 1 “ X ˝ τ . Admitting this statement for a while, we have, for any H 1 P L2 small,

ŨpX 1 `H 1q “ ŨppX 1 `H 1q ˝ τq “ ŨpX `H 1 ˝ τq “ ŨpXq ` E
”

∇ŨpXq ¨H 1 ˝ τ
ı

` op}H 1 ˝ τ}2q

“ ŨpX 1q ` E
”

∇ŨpXq ˝ τ´1 ¨H 1
ı

` op}H 1}2q.

This shows that Ũ is differentiable at X 1 with differential given by ∇ŨpXq ˝ τ´1. Thus
pX 1,∇ŨpX 1qq “ pX,∇ŨpXqq ˝ τ´1, which shows that pX,∇UpXqq and pX 1,∇UpX 1qq have the
same law.

In fact the existence of τ does not hold in general. However, one can show that, for any ε ą 0,
there exists τ : Ω Ñ Ω bi-measurable and measure preserving and such that }X 1 ´X ˝ τ}8 ď ε.
A (slightly technical) adaptation of the proof above then gives the result (see [14] or [18] for the
details).

Next we show that ∇ŨpXq is a function of X:

Lemma 2.13. Assume that Ũ is differentiable at X P L2pΩ,Rdq. Then there exists a Borel
measurable map g : Rd Ñ Rd such that ∇ŨpXq “ gpXq a.s..

(Sketch of) proof. To prove the claim, we just need to check that ∇ŨpXq is σpXq´measurable

(see Theorem 20.1 in [10]), which can be recasted into the fact that ∇ŨpXq “ E
”

∇ŨpXq|X
ı

. Let

µ “ LpX,∇ŨpXqq and let µpdx, dyq “ pδx b νxpdyqqPXpdxq be its disintegration with respect
to its first marginal PX . Let λ be the restriction of the Lebesgue measure to Q1 :“ r0, 1sd.
Then, as λ has an L1 density, the optimal transport from λ to νx is unique and given by the
gradient of a convex map ψxp¨q (Brenier’s Theorem, see [37]). So we can find1 a measurable map
ψ : Rd ˆ Rd Ñ Rd such that, for PX´a.e. x P Rd, ψxp¨q7λ “ νx. Let Z be a random variable
with law λ and independent of pX,∇ŨpXqq.

1Warning: here the proof is sloppy and the possibility of a measurable selection should be justified.
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Note that µ “ LpX,∇ŨpXqq “ LpX,ψXpZqq because, for any f P C0
b pRd ˆ Rdq,

E rfpX,ψXpZqqs “
ˆ
Rd

ˆ
Q1

fpx, ψxpzqqλpdzqPXpdxq “
ˆ
Rd

ˆ
Rd
fpx, yqpψx7λqpdyqPXpdxq

“

ˆ
Rd

ˆ
Rd
fpx, yqqνxpdyqPXpdxq “

ˆ
R2d

fpx, yqµpdx, dyq.

So, for any ε,
ŨpX ` ε∇ŨpXqq “ ŨpX ` εψXpZqq,

from which we infer, taking the derivative with respect to ε at ε “ 0:

E
„

ˇ

ˇ

ˇ
∇ŨpXq

ˇ

ˇ

ˇ

2


“ E
”

∇ŨpXq ¨ ψXpZq
ı

.

Note that, as Z is independent of pX,∇ŨpXqq, we have

E
”

∇ŨpXq ¨ ψXpZq
ı

“ E
”

∇ŨpXq ¨ E rψxpZqsx“X
ı

,

where, for PX´a.e. x,

E rψxpZqs “
ˆ
Q1

ψxpzqλpdzq “

ˆ
Q1

y pψx7λqpdyq “

ˆ
Rd
y νxpdyq “ E

”

∇ŨpXq|X “ x
ı

.

So, by the tower property of the condition expectation, we have

E
„

ˇ

ˇ

ˇ
∇ŨpXq

ˇ

ˇ

ˇ

2


“ E
”

∇ŨpXq ¨ E
”

∇ŨpXq|X
ıı

“ E
„

ˇ

ˇ

ˇ
E
”

∇ŨpXq|X
ıˇ

ˇ

ˇ

2


.

Using again standard properties of the conditional expectation we infer the equality ∇ŨpXq “
E
”

∇ŨpXq|X
ı

, which shows the result.

Proof of Theorem 2.11. Let us first assume that U is W´differentiable at some m P P2pRdq.
Then there exists ξ :“ DmUpm, ¨q P L

2
mpRdq such that, for any m1 P P2pRdq and any transport

plan π between m and m1 we have

ˇ

ˇ

ˇ

ˇ

Upm1q ´ Upmq ´

ˆ
RdˆRd

ξpxq ¨ py ´ xqπpdx, dyq

ˇ

ˇ

ˇ

ˇ

ď o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

.

Therefore, for any X P L2 such that LpXq “ m, for any H P L2, if we denote by m1 the law of
X `H and by π the law of pX,X `Hq, we have

ˇ

ˇ

ˇ
ŨpX `Hq ´ ŨpXq ´ E rξpXq ¨Hs

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

Upm1q ´ Ũpmq ´

ˆ
R2d

ξpxq ¨ py ´ xqπpx, yq

ˇ

ˇ

ˇ

ˇ

ď o

˜

ˆˆ
R2d

|x´ y|2πpdx, dyq

˙1{2
¸

q

“ o
´

E
“

|X ´ Y |2
‰1{2

¯

.

This shows that U is L-differentiable.
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Conversely, let us assume that U is L-differentiable at m. We know from Lemma 2.13 that,
for any X P L2 such that LpXq “ m, Ũ is differentiable at X and ∇ŨpXq “ ξpXq for some
Borel measurable map ξ : Rd Ñ Rd. In view of Lemma 2.12, the map ξ does not depend on the
choice of X. So, for any ε ą 0, there exists r ą 0 such that, for any X with LpXq “ m and any
H P L2 with }H} ď r, one has

ˇ

ˇ

ˇ
ŨpX `Hq ´ ŨpXq ´ E rξpXq ¨Hs

ˇ

ˇ

ˇ
ď ε.

Let now m1 P P2pRdq and π be a transport plan between m and m1 such that
´
R2d |x ´

y|2πpdx, dyq ď r2. Let pX,Y q with law π. We set H “ Y ´ X and note that }H}2 ď r.
So we have

ˇ

ˇ

ˇ

ˇ

Upm1q ´ Ũpmq ´

ˆ
R2d

ξpxq ¨ py ´ xqπpx, yq

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ
ŨpX `Hq ´ ŨpXq ´ E rξpXq ¨Hs

ˇ

ˇ

ˇ
ď ε.

This proves the W-differentiability of U .

2.4 Higher order derivatives

We say that U is partially C2 if U is C1 and if DyδU{δm and D2
yyδU{δm exist and are continuous

and bounded on P2pRdq ˆ Rd.
We say that U is C2 if δU

δm is C1 in m with a continuous and bounded derivative: namely
δ2U
δm2 “

δ
δmp

δU
δmq : P2pRdqˆRdˆRd Ñ R is continuous in all variables and bounded. We say that

U is twice L´differentiable if the map DmU is L´differentiable with respect to m with a second
order derivative D2

mmU “ D2
mmUpm, y, y

1q which is continuous and bounded on P2pRdqˆRdˆRd
with values in Rdˆd. One can check that this second order derivative enjoys standard properties
of derivatives, such as the symmetry:

D2
mmUpm, y, y

1q “ D2
mmUpm, y

1, yq.

See [16].

2.5 To go further

For a general description of the notion of derivatives and the historical background, we refer to
[18], Chap V. The notion of flat derivative is very natural and has been introduced in several
contexts and under various assumptions. We follow here [16].

The initial definition of sub and super differential in the space P2pRdq, introduced in [2], is
the following: ξ belongs to B`Upmq if ξ P TanmpP2pRdqq and

Upm1q ď Upmq ` inf
πPΠoptpm,m1q

ˆ
RdˆRd

ξpxq ¨ py ´ xqπpdx, dyq ` opd2pm,m
1qq.

It is proved in [26] that this definition coincides with the one introduced in Definition 2.7.
The notion of L-derivative and the structure of this derivative has been first discussed by

Lions in [32] (see also [14] for a proof in which the function is supposed to be continuously
differentiable). The proof, without the extra continuity condition, of this structure property is
due to Gangbo and Tudorascu [26] (see also [1] for simpler arguments, revisited here in a loose
way).
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3 Calculus on the Wasserstein space

In this part we collect several useful tools in relation with the calculus in P2pRdq: optimality
conditions, projection over empirical measures and various Itô’s formulas.

3.1 Optimality conditions

This part is borrowed from [17].

Proposition 3.1 (First order conditions). Assume that the map U : P2pRdq Ñ R has a maxi-
mum at some measure m P P2pRdq. If U has a linear derivative, then

δU

δm
pm̄, yq ď 0 @y P Rd and

δU

δm
pm̄, yq “ 0 for m̄´a.e. y P Rd. (3)

In particular, if U is partially C2, then

DmUpm, yq “ 0 and D2DmUpm, yq ě 0 for m̄´a.e. y P Rd (4)

An example: Assume that Upmq “

ˆ
Rd
φpyqdmpyq where φ : Rd Ñ R is a smooth map

such that φp0q “ 0, φ ă 0 outside 0 and D2φp0q ă 0. Then U has a maximum at m̂ “ δ0 (the
Dirac mass at 0). As

δU

δm
pm, yq “ φpyq ´

ˆ
Rd
φpy1qdmpy1q,

we have
δU

δm
pm̂, yq “ φpyq, DmUpm̂, yq “ Dφpyq, DymUpm̂, yq “ D2φpyq.

In particular, δU
δmpm̂, yq and DmUpm̂, yq vanish only on the support of m̂ “ δ0 and DymUpδ0, yq

is negative on the support of m̂.

Proof. For any y0 P Rd and s P p0, 1s, we have, by then optimality of m̄,

Upp1´ sqm̄` sδy0q ´ Upm̄q “

ˆ s

0

ˆ
Rd

δU

δm
pp1´ tqm̄` tδy0 , yqpδy0 ´ m̄qpdyq ď 0.

We divide by s and let sÑ 0`. By the continuity of δU{δm we obtain

ˆ
Rd

δU

δm
pm̄, yqpδy0 ´ m̄qpdyq ď 0,

which implies that, for any y0 P Rd and because of the convention in (1),

δU

δm
pm̄, y0q ď 0. (5)

If we integrate this inequality in y0 against m̄, we find an equality (again because of the con-
vention in (1)). So

δU

δm
pm̄, y0q “ 0 for m̄´a.e. y0 P Rd. (6)

Then (5) and (6) imply that the map y Ñ δU
δmpm̄, yq has a maximum at m̄´a.e. y0 P Rd, and

thus, using the standard optimality conditions for a map defined on Rd, we obtain (4).
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Proposition 3.2 (Second order condition). Assume that the map U : P2pRdq Ñ R has a
maximum at some measure m̄ P P2pRdq and that U is fully C2. Then, for any bounded Borel
map φ : Rd Ñ Rd, we have

ˆ
RdˆRd

D2
mmUpm̄, y, y

1qφpyq ¨ φpy1qm̄pdyqm̄pdy1q ď 0. (7)

Proof. We fix a Borel measurable, bounded vector field φ : Rd Ñ Rd and note that, for any
s P R and by optimality of m̄,

Uppid` sφq7m̄q ď Upm̄q.

Therefore
d

ds |s“0

Uppid` sφq7m̄q “ 0 and
d2

ds2
|s“0

Uppid` sφq7m̄q ď 0.

As
d

ds
Uppid` sφq7m̄q “

ˆ
Rd
DmUppid` sφq7m̄, yq ¨ φpyqm̄pdyq,

we have

d2

ds2
|s“0

Uppid` sφq7m̄q “

ˆ
R2d

D2
mmUpy, y

1qφpyq ¨ φpy1qm̄pdyqm̄pdy1q,

where U and its derivatives are computed at m̄. This gives (7).

3.2 Projection over finite dimensional spaces

It is often very convenient to translate results known on a map defined on the Wasserstein space
to its restriction to the set of empirical measures. The computations here come from [16].

Given U : P2pRdq Ñ R and N P N be a large integer, we set

UN px1, . . . , xN q “ UpmN
x q, where x “ px1, . . . , xN q, m

N
x “

1

N

N
ÿ

n“1

δxn .

Note that UN : pRdqN Ñ R.

Proposition 3.3. Assume that U : P2pRdq Ñ R is L-continuous differentiable with bounded
derivative. Then UN is of class C1 on pRdqN and

DxiU
N pxq “

1

N
DmUpm

N
x , xiq @i P t1, . . . , Nu.

If in addition U is fully C2, then

DxixjU
N pxq “

1

N2
D2
mmUpm,xi, xjq @i ‰ j P t1, . . . , Nu

and

DxixiU
N pxq “

1

N2
D2
mmUpm,xi, xiq `

1

N
DyDmUpm

N
x , xiq @i P t1, . . . , Nu.
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Proof. We first assume that the pxiq are all distinct. Then, for any direction v “ pv1, . . . , vN q P
pRdqN , we can find a smooth map φ : Rd Ñ Rd such that φpxiq “ vi for any i. Note that

pId` hφq7mN
x “ mN

x`hv

for any h P R, so that, by Proposition 2.3 we have, at h “ 0,

d

dh
UN px` hvq “

d

dh
UppId` hφq7mN

x q “

ˆ
Rd
DmUpm

N
x , yq ¨ φpyqm

N
x pdyq.

So
d

dh
UN px` hvq “

1

N

N
ÿ

i“1

DmUpm
N
x , xiq ¨ φpxiq “

1

N

N
ÿ

i“1

DmUpm
N
x , xiq ¨ vi.

This shows that UN has continuous directional derivatives in the dense open set tx P pRdqN , xi ‰
xj if i ‰ ju. Therefore UN is C1 and the above formula holds. The second order differentiability
can be proved by the same arguments.

3.3 Itô’s formula

Given a flow pmptqq of probability measures satisfying a differential equation (typically a conti-
nuity equation, a Fokker-Planck equation, etc...) we consider the derivative of a map U along
this flow.

3.3.1 First order Itô’s formula

We start with a simple continuity equation:

Btm` divpmbq “ 0.

Here we assume that the continuous drift b : r0, T s ˆ Rd Ñ Rd is such that bpt, ¨q is uniformly
(in t) Lipschitz continuous on Rd. Then the Cauchy-Lipschitz Theorem states that there exists
a unique solution pXt0,x0

t q to

x1ptq “ bpt, xptqq, t P r0, T s, xpt0q “ x0.

We denote by Xx0
t the solution to this equation.

Given an initial measure m0 P P2pRdq, the flow of measures mptq :“ X ¨t7m0 is a solution in
the sense of distribution of

Btm` divpmbq “ 0 in p0, T q ˆ Rd, mp0q “ m0 in Rd.

One can show (but we admit this fact here, see [2]) that pmptqq is the unique solution to this
equation.

Proposition 3.4. Let m0 P P2pRdq and mptq “ Xt0,¨
t 7m0. If U is L´C1, then tÑ Upmptqq is

of class C1 and
d

dt
Upmptqq “

ˆ
Rd
DmUpmptq, yq ¨ bpt, yqmptqpdyq.

Proof. It is only a small variant of the proof of Proposition 2.3 and we omit it.
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3.3.2 Itô’s formula for the law of SDEs (or the Fokker-Planck equation)

When U is partially C2, Itô’s formula holds for the law of a diffusion of the form

dXt “ btdt` σtdBt.

The following result is [18, Theorem 5.98].

Theorem 3.5. Assume that where pbtq and pσtq are progressively measurable with values in Rd
and Rnˆd respectively and satisfy, for some T ą 0,

E
„ˆ T

0
p|bs|

2 ` |σs|
4qds



ă `8.

Assume in addition that U is partially C2 with

sup
µPP2pRdq

ˆ
Rd

ˇ

ˇ

ˇ
DyDmUpµ, yq

ˇ

ˇ

ˇ

2
µpdyq ă `8. (8)

Then, for any t P r0, T s,

UpLpXtqq “ LpX0qq `

ˆ t

0
E rDmUpLpXsq, Xsq ¨ bss ds`

1

2

ˆ t

0
E rTr pasDyDmUpLpXsq, Xsqqs ds,

(9)
where as “ σsσ

˚
s .

Remark: if bs “ bps,Xsq and σs “ σps,Xsq, the above expression becomes, if we set
mptq “: LpXtq,

Upmptqq “ Upm0q `

ˆ t

0

ˆ
Rd
DmUpmpsq, yq ¨ bps, yqmps, dyqds

`
1

2

ˆ t

0

ˆ
Rd

Tr paps, yqDyDmUpmpsq, yqqmps, dyqds.

Sketch of proof in a particular case. For simplicity, we do the proof only in the case a “
?

2Id
and b “ bps, xq is a smooth and globally Lipschitz continuous vector field. In this case it is
known that the law mptq of Xt has smooth density which satisfies

Btm´∆m` divpmbq “ 0.

Therefore

d

dt
Upmptqq “

ˆ
Rd

δU

δm
pmptq, yqBtmpt, yqdy

“

ˆ
Rd

δU

δm
pmptq, yqp∆mpt, yq ` divpmpt, yqbpt, yqqdy

“

ˆ
Rd
DyDmUpmptq, yqmpt, yqdy ´

ˆ
Rd
DmUpmptq, yq ¨ bpt, yqmpt, yqdy.
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An alternative proof is to use the law of large numbers as described in Section 1.3. Let pXi
tq

be i.i.d. copies of the process X and let mN
t be the associated empirical measure:

mN
t :“

1

N

N
ÿ

i“1

δXi
t
.

We know that mN
t converges to the law of Xt in P2pRdq (Theorem 1.5). On the other hand, if

we consider the finite dimensional projection UN of U :

UN pxq :“ UpmN
x q,@x “ px1, . . . , xN q P pRdqN ,

then we can use Itô’s calculus and the expressions of the derivatives of UN in Proposition 3.3 to
obtain the result: see [18], Chap. 5 for the details.

3.3.3 Itô’s formula for the conditional law

A similar Itô’s formula holds for the conditional law of an Itô’s process of the form,

dXt “ btdt` σ
0
t dBt ` σ

1
t dWt,

where B and W are independent d´dimensional Brownian motions living on different probability
spaces pΩ0,F0,P0q and pΩ1,F1,P1q and where b, σ0 and σ1 are progressively measurable with
respect to the filtration generated by W and B, with

E
„ˆ T

0
p|bs|

2 ` |σ0
s |

4 ` |σ1
s |

4qds



ă `8.

We assume that U is globally C2 with

sup
µPP2pRdq

ˆ
Rd
|DmUpµ, xq|

2 µpdxq`

ˆ
Rd
|DxDmUpµ, xq|

2 µpdxq`

ˆ
RdˆRd

ˇ

ˇD2
µµUpµ, x, yq

ˇ

ˇ

2
µpdxqµpdyq ă `8.

Then, letting µtpω
1q “ rXt|W spω

1q, we have, P1´a.s.,

Upµtq “ Upµ0q `

ˆ t

0
E0 rDmUpµs, Xsq ¨ bss ds`

ˆ t

0
E0

“

pσ1
sq
˚DmUpµs, Xsq

‰

¨ dWs (10)

`
1

2

ˆ t

0
E0 rTr pasDyDmUpµs, Xsqqqs ds`

1

2

ˆ t

0
E0Ẽ0

”

Tr
´

D2
µµUpµs, Xs, X̃sqσ

1
spσ̃

1
sq
˚
¯ı

ds

where X̃ and σ̃1 are independent copies of X and σ1 is defined on the space pΩ̃0ˆ Ω̃1, P̃0b P̃1q,
while as :“ pσ0

spσ
0
sq
˚ ` σ1

spσ
1
sq
˚q. See [18, Theorem 11.13].

4 Calculus of variation in the Wasserstein space

In this section we study the optimal control of the continuity equation, formally given by

inf
α

ˆ T

0

ˆ
Rd
Lpx, αpt, xqqmpt, dxqdt`

ˆ T

0
F pmptqqdt`GpmpT qq

where α “ αpt, xq is a distributed control and m solves the continuity equation

Btm` divpmαq “ 0 in p0, T q ˆ Rd, mp0q “ m0.
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In the cost, T is a finite horizon, L : Rd ˆ Rd Ñ R is a continuous Lagrangian with a quadratic
growth:

C´1
0 |α|2 ´ C0 ď Lpx, αq ď C0p|α|

2 ` 1q

and the maps F,G : P2pRdq Ñ R are assumed to be (at least) continuous and bounded on
P2pRdq. To simplify the discussion, we also assume that L is (at least) of class C1 with respect
to p, so that

Lpx, αq “ sup
bPRd

DαLpx, bq ¨ pα´ bq ` Lpx, bq (11)

4.1 Existence of a solution

In order to find a minimum to the above problem, we need to relax a little the formulation. Let
W be the set of Borel vector measures on p0, T q ˆ Rd with values in Rd. We say that a pair
pm,wq is admissible if m P C0pr0, T s,P2pRdqq, w P W, w is absolutely continuous with respect
to the measure dtbmpt, dxq and the following equality holds in the sense of distributions:

Btm` divpwq “ 0 in p0, T q ˆ Rd, mp0q “ m0.

If pm,wq is admissible, we denote by dw{dm the Radon-Nykodim derivative.
We consider the functional

Jpm,wq :“

ˆ T

0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt`

ˆ T

0
F pmptqqdt`GpmpT qq (12)

if pm,wq is admissible and Jpm,wq “ `8 otherwise.

Theorem 4.1. We assume that F,G : P2´δpRdq Ñ R are continuous for some δ P p0, 2q. Then
there exists at least a pair pm,wq which minimizes J .

Remark: The above result extends to more general Lagrangians of the form Lpx, α,mq with
a non-linear dependence with respect to m. If F and G are convex on P2pRdq, the proof shows
also applies even if F and G are only continuous (or lsc) on P2pRdq. The above result is a (small)
generalization of the famous Benamou-Brenier formulation of optimal transport [7].

Let us start with a remark on the regularity of the solution pm,wq.

Lemma 4.2. Assume that pm,wq is admissible. Then

d2pmptq,mpsqq ď pt´ sq
1{2

˜ˆ T

0

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

dw

dm
pt, xq

ˇ

ˇ

ˇ

ˇ

2

mpt, dxqdt

¸1{2

Proof. Let ξ : R ˆ Rd Ñ R be a smooth positive kernel on p´1, 1q ˆ Rd, vanishing outside
of this set and with integral 1. We set ξεpt, xq “ ε´d´1ξpt{ε, x{εq. We also extend pm,wq by
pmptq, wq “ pm0, 0q for t ď 0 and pmptq, wq “ pmpT q, 0q for t ě T . Then pm,wq still satisfies the
continuity equation

Btm` divpwq “ 0 in Rˆ Rd

and therefore so does pmε, wεq “ ξε ‹ pm,wq because the equation is linear. Note that mε ą 0
on p0, T q ˆ Rd and we set αε :“ wε{mε. Then αε is a smooth vector field: let us denote Xε,s,x

t

the associated flow, i.e., the solution to
"

9Xε,s,x
t “ αεpt,Xε,s,x

t q,
Xε,s,x
s “ x
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Let us fix ε ď s ď t ď T ´ ε. Then mεptq “ pxÑ Xε,s,x
t q7mpsq, so that

d2
2pm

εptq,mεpsqq ď

ˆ
R2d

|x´ y|2πpx, yq,

where π P Πpmptq,mpsqq is defined by π “ pxÑ pXε,s,x
t , xqq7mεpsq. Then

d2
2pmptq,mpsqq ď

ˆ
R2d

|Xε,s,x
t ´ x|2mεps, dxq ď pt´ sq

ˆ
R2d

ˆ t

s
|αεpτ,Xε,s,x

τ q|2dτ mεps, xq

“ pt´ sq

ˆ T´ε

ε

ˆ
R2d

|αεpτ, yq|2mεpτ, xqdτ.

By convexity of the map pz, rq Ñ |z|2{p2rq on Rd ˆ p0,`8q (since it is equal to supyPRd y ¨ z ´

r|y|2{2) and since ξε has a support in p´ε, εq ˆ Rd, we have

ˆ T´ε

ε

ˆ
R2d

|αεpτ, yq|2mεpτ, xqdτ “

ˆ T´ε

ε

ˆ
R2d

ˇ

ˇ

ˇ

ˇ

wε

mε
pτ, yq

ˇ

ˇ

ˇ

ˇ

2

mεpτ, xqdτ

ď

ˆ T

0

ˆ
R2d

ˇ

ˇ

ˇ

ˇ

dw

dm
pτ, xq

ˇ

ˇ

ˇ

ˇ

2

mpτ, dxqdτ.

So we have proved that

d2
2pm

εptq,mεpsqq ď pt´ sq

ˆ T

0

ˆ
R2d

ˇ

ˇ

ˇ

ˇ

dw

dm
pτ, xq

ˇ

ˇ

ˇ

ˇ

2

mpτ, dxqdτ.

Then we let εÑ 0 and obtain the result.

Proof of Theorem 4.1. Choosing w “ 0 and mptq “ m0, we see that the infimum is not `8.
Let pmn, wnq be a minimizing sequence. From our growth assumption on L and the fact that F
and G are bounded, we infer that

ˆ T

0

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

dwn
dtb dmn

ˇ

ˇ

ˇ

ˇ

2

mnpt, dxqdt ď C. (13)

By Lemma 4.2 we have there that pmnq is uniformly continuous in P2pRdq. Note that this also
implies that

sup
nPN

sup
tPr0,T s

M2pmnptqq ď C.

Hence we know that there exists a subsequence, still denoted by pmnq, such that pmnq converge
to some m P C0pr0, T s,P2pRdqq in C0pr0, T s,P2´δpRdqq.

On the other hand, the total variation |wn| of wn is uniformly bounded because

|wn|pr0, T sˆRdq ď
ˆˆ T

0

ˆ
Rd
mnpt, dxqdt

˙1{2
˜ˆ T

0

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

dwn
dmn

pt, xq

ˇ

ˇ

ˇ

ˇ

2

mnpt, dxqdt

¸1{2

ď T 1{2C1{2.

So, extracting a further subsequence, we can assume that pwnq converges in distribution to some
vector measure w on r0, T sˆRd. It remains to check that pm,wq is admissible and a minimizer.
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By (13) we have that, for any test function φ P C8c pr0, T s ˆ Rd,Rdq,
ˆ T

0

ˆ
Rd
φpt, xq ¨ wpdt, dxq ´

ˆ T

0

ˆ
Rd

1

2
|φpt, xq|2mpt, dxqdt

“ lim
n

ˆ T

0

ˆ
Rd
φpt, xq ¨ wnpdt, dxq ´

ˆ T

0

ˆ
Rd

1

2
|φpt, xq|2mnpt, dxqdt

ď lim sup
n

ˆ T

0

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

dwn
dtb dmn

pt, xq

ˇ

ˇ

ˇ

ˇ

2

mnpt, dxqdt ď C.

This proves that w is absolutely continuous with respect to dtbdm. Moreover, one easily checks
that pm,wq satisfies the continuity equation. So pm,wq is admissible.

We finally prove that pm,wq is a minimizer. As F and G are continuous on P2´δpRdq, we
have

lim
n

ˆ T

0
F pmnptqqdt`GpmnpT qq “

ˆ T

0
F pmptqqdt`GpmpT qq.

For any a P C8c pRdq and b P C0
b pRq such that apxq ¨ p` bpxq ď Lpx, pq for any x, p P Rd, we have

ˆ T

0

ˆ
Rd
apxq ¨ wpdt, dxq `

ˆ T

0

ˆ
Rd
bpxqmpt, dxqdt

“ lim
n

ˆ T

0

ˆ
Rd
apxq ¨ wnpdt, dxq `

ˆ T

0

ˆ
Rd
bpxqmnpt, dxqdt

ď lim sup
n

ˆ T

0

ˆ
Rd
Lpx,

dwn
dtb dmn

pt, xqqmnpt, dxqdt.

Taking the supremum with respect to a, b in the above inequality (recall (11)) proves that

ˆ T

0

ˆ
Rd
Lpx,

dw

dtb dm
pt, xqqmpt, dxqdt

ď lim sup
n

ˆ T

0

ˆ
Rd
Lpx,

dwn
dtb dmn

pt, xqqmnpt, dxqdt.

This shows that
Jpm,wq ď lim sup

n
Jpmn, wnq “ inf J

and therefore that pm,wq is a minimum of the problem.

4.2 Necessary conditions

In this section we write some necessary conditions for our optimal control problem. For this, in
addition to the assumptions of the previous part, we assume here that F and G are of class C1

(with respect to m) and that the derivatives

fpx,mq “
δF

δm
pm,xq, gpx,mq “

δG

δm
pm,xq

and the Hamiltonian
Hpx, pq “ sup

αPRd
´α ¨ p´ Lpx, αq
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are such that, for any m P C0pr0, T s,P2pRdqq, the solution u to the Hamilton-Jacobi
"

´Btu`Hpx,Duq “ fpx,mptqq in p0, T q ˆ Rd,
upT, xq “ gpx,mpT qq in Rd.

is uniformly Lipschitz continuous and semi-concave. Several structure condition are known for
this to holds: the simplest one being that fp¨,mq and gp¨,mq are bounded in C2 independently
of m and Hpx, pq “ |p|2. See also [12].

Theorem 4.3. Assume that pm̄, w̄q is a minimum of J defined by (12). Let ū : r0, T sˆRd Ñ R
be the viscosity solution to the (backward in time) Hamilton-Jacobi equation

"

´Btū`Hpx,Dūq “ fpx, m̄ptqq in p0, T q ˆ Rd,
ūpT, xq “ gpx, m̄pT qq in Rd. (14)

Then dtb dm̄´a.e.,

´DαLpx,
dw̄

dtb dm̄
pt, xqq P D`ūpt, xqq,

where D`ūpt, xq is the superdifferential of ū at pt, xq.

In fact, it is known that ū is differentiable on the support of m̄, so that the above inclusion
can be rewritten as

dw̄

dtb dm̄
pt, xq “ ´DpHpx,Dūpt, xqq

dtb dm̄´a.e. This shows that the pair pū, m̄q is a solution to the mean field game system
$

&

%

´Btū`Hpx,Dūq “ fpx, m̄ptqq in p0, T q ˆ Rd,
Btm̄´ divpm̄DpHpx,Dūqq “ 0 in p0, T q ˆ Rd,
m̄p0q “ m0, ūpT, xq “ gpx, m̄pT qq in Rd.

The proof requires some intermediate steps. Let J l be the linearized energy defined by

J lpm,wq :“

ˆ T

0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt`

ˆ T

0

ˆ
Rd

fpx, m̄ptqqmpt, dxqdt

`

ˆ
Rd
gpx, m̄pT qqmpT, dxq (15)

if pm,wq is admissible and Jpm,wq “ `8 otherwise. One easily checks that the following holds:

Lemma 4.4. pm̄, w̄q is a minimum of J l.

The main step of the proof is the lack of duality gap explained in Lemma 4.5 below. This
statement relies on Von Neumann min-max Theorem that we recall now: Let A and B two
convex subsets of some vector spaces, B being compact and let L : AˆB Ñ R be such that

(i) aÑ Lpa, bq is concave for any b P B,

(ii) bÑ Lpa, bq is convex and lsc for any a P A.

Then
min
bPB

sup
aPA

Lpa, bq “ sup
aPA

min
bPB

Lpa, bq. (16)

We use below a version (see Theorem A.1 [33]) in which the compactness of B is replaced by a
coercivity of L with respect to the b variable. More precisely, let us assume (i) and, instead of
B compact and (ii), that there exists a˚ P A and C˚ ą 0 such that

20



(ii’) C˚ ą supaPA infbPB Lpa, bq,

(ii”) the set B˚ :“ tb P B, Lpa˚, bq ď C˚u is non-empty and Lpa, ¨q is lsc on B˚ for any a P A.

Then (16) holds.

Lemma 4.5 (No duality gap). Under the assumption of Theorem 4.3 and if J l is defined by
(15), we have

inf
pm,wq

J lpm,wq “ sup
φ

ˆ
Rd
φp0, xqm0pdxq,

where the supremum in the right-hand side is taken over the maps φ P C1pr0, T s ˆ Rd,Rq such
that

}Btφ}8 ` }Dφ}8 ă `8 (17)

and φ is a subsolution of the Hamilton-Jacobi equation

"

´Btφ`Hpx,Dφq ď fpx, m̄ptqq in p0, T q ˆ Rd,
φpT, xq ď gpx, m̄pT qq in Rd. (18)

Proof. We split the equality in two parts. First we check that given a finite Borell mesure mT

on Rd,

inf
pm,wq, mpT q“mT

Jpm,wq “ sup
φ

ˆ
Rd
pgpx, m̄pT qq ´ φpT, xqqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq, (19)

where the infimum in the LHD is taken over all admissible pairs pm,wq satisfying the continuity
equation and the boundary constraints mp0q “ m0 and mpT q “ mT while the supremum in the
RHS is taken over all φ P C1 such that (17) holds and

´Btφ`Hpx,Dφq ď fpx, m̄ptqq in p0, T q ˆ Rd.

Then we relax the constraint on mT . Note that the LHS of 19 is `8 if mT is not of mass 1
because in this case there is no admissible pair pm,wq with mpT q “ mT .

To prove (19), let us introduce some notations. Let A be the set of C1 maps φ : r0, T sˆRd Ñ
R for which (17) holds and let B be the set of pairs pm,wq, m “ mpt, dxqdt being a Borel mesure
on r0, T s ˆ Rd and w being a Borel vector measure on r0, T s ˆ Rd with values in Rd, which is
absolutely continuous with respect to m. Note that a pair pm,wq is admissible in the LHS of
(19) if and only if, for any φ P A we have

ˆ T

0

ˆ
Rd
Btφm`

ˆ T

0

ˆ
Rd
Dφ ¨ w ´

ˆ
Rd
φpT, xqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq “ 0.

Therefore the LHS of (19) equals inf
pm,wqPB

sup
φPA

Lpφ, pm,wqq, where L : AˆB Ñ R is defined by

Lpφ, pm,wqq “
ˆ T

0

ˆ
Rd
pLpx,

dw

dtb dm
pt, xqq ` fpx, m̄ptqqqmpt, dxqdt`

ˆ
Rd
gpx, m̄pT qqmT pdxq

`

ˆ T

0

ˆ
Rd
Btφm`

ˆ T

0

ˆ
Rd
Dφ ¨ w ´

ˆ
Rd
φpT, xqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq.
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Note that L is concave in φ and convex in pm,wq. Let us set φ˚pt, xq “ atp1 ` b|x|2q1{2 (for
a, b ą 0) and note that the set B˚ :“ tpm,wq P B, Lpφ˚, pm,wqq ď C˚u is nonempty and
compact for any a,C˚ ą 0 large enough and b small enough because

Lpφ˚, pm,wqq ě C´1
0

ˆ T

0

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

dw

dtb dm

ˇ

ˇ

ˇ

ˇ

2

mpt, dxqdt´ C0T ´ }f}8mpr0, T s ˆ Rdq

` a

ˆ T

0

ˆ
Rd
p1` b|x|2q1{2mpt, dxqdt´ ab1{2T

ˆ T

0

ˆ
Rd
|w|pdt, dxq ´ Cpa, bq.

Moreover, Lpφ, ¨q is lsc on B˚ for any φ P B. By the min-max Theorem stated above, the LHS
of (19) equals sup

φPA
inf

pm,wqPB
Lpφ, pm,wqq. Note that, for any φ P A,

inf
pm,wqPB

Lpφ, pm,wqq

“ inf
pm,wq

ˆ T

0

ˆ
Rd
pLpx,

dw

dtb dm
pt, xqq ` fpx, m̄ptqqqmpt, dxqdt`

ˆ
Rd
gpx, m̄pT qqmT pdxq

`

ˆ T

0

ˆ
Rd
Btφm`

ˆ T

0

ˆ
Rd
Dφ ¨ w ´

ˆ
Rd
φpT, xqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq

“ inf
m

ˆ T

0

ˆ
Rd
p´Hpx,Dφq ` fpx, m̄ptqq ` Btφqmpt, dxqdt`

ˆ
Rd
gpx, m̄pT qqmT pdxq

´

ˆ
Rd
φpT, xqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq

“

$

&

%

ˆ
Rd
pgpx, m̄pT qq ´ φpT, xqqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq if ´Hpx,Dφq ` fpx, m̄ptqq ` Btφ ě 0

´8 otherwise.

(Here we are a little sloppy: see [Chap. IX, Prop. 2.1][21] for details). We conclude that (19)
holds.

Let us now relax the constraint on mT . By (19) we have

Jpm̄, w̄q “ inf
mT

sup
φPC1, φ subsolution

ˆ
Rd
pgpx, m̄pT qq ´ φpT, xqqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq.

One can check again (using similar arguments) that the min-max Theorem applies and we obtain

Jpm̄, w̄q “ sup
φPC1, φ subsolution

inf
mT

ˆ
Rd
pgpx, m̄pT qq ´ φpT, xqqmT pdxq `

ˆ
Rd
φp0, xqm0pdxq

“ sup
φPC1, φ subsolution

$

&

%

ˆ
Rd
φp0, xqm0pdxq if gpx, m̄pT qq ´ φpT, xq ě 0

´8 otherwise.

This completes the proof.

Note that, by the comparison principle for Hamilton-Jacobi equation, if ū is the viscosity
solution to (14) and if φ is as in Lemma (4.5), then φ ď ū. Hence

sup
φ

ˆ
Rd
φp0, xqm0pdxq ď

ˆ
Rd
ūp0, xqm0pdxq.
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Conversely, by the convexity of H “ Hpx, pq with respect to p, one can build by convoluting ū
with a smooth kernel a sequence of maps φn as in Lemma 4.5 such that φn converges uniformly
to ū. This shows the following:

Lemma 4.6. There exists a sequence pφnq as in Lemma 4.5 such that φn converges uniformly
to ū and

sup
φ

ˆ
Rd
φp0, xqm0pdxq “ lim

n

ˆ
Rd
φnp0, xqm0pdxq “

ˆ
Rd
ūp0, xqm0pdxq.

Proof of Theorem 4.3. By the absence of duality gap (Lemma 4.5), we have

onp1q “ J lpm̄, w̄q ´

ˆ
Rd
φnm0

“

ˆ T

0

ˆ
Rd
Lpx,

dw̄

dtb dm̄
pt, xqqm̄pt, dxqdt`

ˆ T

0

ˆ
Rd

fpx, m̄ptqqm̄pt, dxqdt

`

ˆ
Rd
gpx, m̄pT qqm̄pT, dxq ´

ˆ
Rd
φnm0

Testing the continuity equation satisfied by pm̄, w̄q with φn, we have

ˆ T

0

ˆ
Rd
Btφnm̄`

ˆ T

0

ˆ
Rd
Dφn ¨ w̄ ´

ˆ
Rd
φnpT, xqm̄pT, dxq `

ˆ
Rd
φnp0, xqm0pdxq “ 0.

Using the (in)equality satisfied by φn, this implies that

ˆ T

0

ˆ
Rd
pHpx,Dφnq´fpx, m̄q`

dw̄

dtb dm̄
¨Dφnqm̄´

ˆ
Rd
φnpT, xqm̄pT, dxq`

ˆ
Rd
φnp0, xqm0pdxq ď 0.

Therefore,

onp1q ě

ˆ T

0

ˆ
Rd
pLpx,

dw̄

dtb dm̄
q `Hpx,Dφnq `

dw̄

dtb dm̄
qm̄pt, dxqdt

`

ˆ
Rd
pgpx, m̄pT qq ´ φnpT, xqqm̄pT, dxq.

We use the uniform convexity of H to infer that

onp1q ě

ˆ T

0

ˆ
Rd
C´1

ˇ

ˇ

ˇ

ˇ

DαLpx,
dw̄

dtb dm̄
q `Dφn

ˇ

ˇ

ˇ

ˇ

2

m̄pt, dxqdt.

As u is semi-concave, for any pt, xq P r0, T s ˆ Rd,

lim sup
n

Dφnpt, xq Ă D`upt, xq,

where the lim sup is understood in the Kuratowski sense. This shows that

´DαLpx,
dw̄

dtb dm̄
qpt, xq P D`upt, xq

for dtb dm̄´a.e. pt, xq.
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4.3 The mean field limit

Here we study the relation between the continuous model studied in the previous sections and
some finite dimensional models with a finite (but large) number of controlled particles. Let N
be the number of particles. Let x̄N0 “ px̄1

0, . . . , x̄
N
0 q P pRdqN be a given initial condition. The

problem of calculus of variation consists in minimizing the cost

JN px1
0, . . . , x

N
0 , α

1, . . . , αN q “
1

N

N
ÿ

i“1

ˆ T

0
Lpxit, α

i
tqdt`

ˆ T

0
F pmN

xtqdt`Gpm
N
xT
q

where α1, . . . , αN are the controls (in L2pp0, T q,Rdq) and xt “ px
1
t , . . . , x

N
t q is the solution to

9xit “ αit, t P r0, T s, xi0 “ x̄i0.

and where, as usual,

mN
x “

1

N

N
ÿ

i“1

δxi , x “ px1, . . . , xN q.

Theorem 4.7. Assume that L, F and G are as in Theorem 4.1. Let m0 P P2pRdq. There exists
a sequence of initial conditions px̄N0 q with

mN
x̄0
Ñ m̄0 in P2pRdq

and, if pᾱiq is a minimum for JN px̄N0 , ¨q with associated trajectory x̄t “ px̄
1
t , ¨ ¨ ¨ , x̄

N
t q, and if we

denote by m̄N ptq :“ mN
x̄t the associated empirical measure, then the sequence pm̄N q is tight in

C0pr0, T s,P2´εpRdqq (for any ε P p0, 2q) and, for any cluster point m P C0pr0, T s,P2pRdqq, there
exists w such that pm,wq is admissible and minimizes the cost J defined in (12).

For the proof we need two intermediate results. The first one states that the discrete problem
is embedded into the continuous one. The second one provides the tightness property claimed
in the Theorem.

Lemma 4.8. Let α :“ pαiq a family of controls and x :“ pxiq be the associated solutions. Let

wN ptq :“
1

N

N
ÿ

i“1

αitδxit . Then the pair pmN
x , w

N q is admissible for the initial condition mN
x0

and

JN px1
0, . . . , x

N
0 , α

1, . . . , αN q “ JpmN , wN q.

Remark 4.9. The fact that the discrete problem is embedded into the continuous implies that

inf
α
JN px1

0, . . . , x
N
0 , α

1, . . . , αN q ě inf
pm,wq

JpmN , wN q,

where the infimum in the right-hand side is taken over the pairs pm,wq which are admissible for
the initial condition mN

x0
. Let us warn the reader that there is no equality in general, since in

the continuous problem the mass can split.
Here is an example: Assume that d “ 1, Lpx, αq “ |α|2{2, F “ 0 and G0 : P2pRdq Ñ R is

equal to 0 at the all the Dirac masses and is negative elsewhere. Then, for N “ 1 and for the
terminal cost G “ λG0 (where λ ą 0 is to be chosen below),

J1px1
0, α

1q “

ˆ T

0

1

2
|α1
t |

2dt` λG0pδx1T
q ě 0,
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while choosing the admissible pair pm1, w1q given by m1ptq “ pδ´t`δtq{2, w1ptq “ p´δ´t`δtq{2,
one has

Jpm1, w1q “

ˆ T

0

1

2

ˇ

ˇ

ˇ

ˇ

dw1

dm1

ˇ

ˇ

ˇ

ˇ

2

dt` λG0ppδ´T ` δT q{2q “ T ` λG0ppδ´T ` δT q{2q,

which is negative if λ ą T {|G0ppδ´T`δT q{2q| (this choice being possible since G0ppδ´T`δT q{2q ă
0).

Proof. By definition, wN ptq is a.c. with respect to mN ptq and its density is given by

dwN ptq

dmN ptq
pxq “

N
ÿ

i“1

αit1x“xit .

So pmN
x , w

N q is admissible (for the initial condition mN
x0

) and

JpmN , wN q “

ˆ T

0

ˆ
Rd
Lpx,

dwN

dmN
pt, xqqmN pt, dxqdt`

ˆ T

0
F pmN ptqqdt`GpmN pT qq

“
1

N

N
ÿ

i“1

Lpxit, α
i
tqdt`

ˆ T

0
F pmN ptqqdt`GpmN pT qq “ JN px1

0, . . . , x
N
0 , α

1, . . . , αN q.

We now state the tightness property:

Lemma 4.10. Assume that px̄N0 q is a sequence of initial conditions with

mN
x̄0
Ñ m̄0 in P2pRdq.

Let pᾱiq be a minimum for JN px̄N0 , ¨q with associated trajectory x̄t “ px̄1
t , ¨ ¨ ¨ , x̄

N
t q and let

m̄N ptq :“ mN
x̄t be the associated empirical measure. Then the sequence pm̄N q is tight in C0pr0, T s,P2´εpRdqq

(for any ε P p0, 2q) and, for any cluster point m P C0pr0, T s,P2pRdqq, there exists w such that
pm,wq is admissible and

Jpm,wq ď lim sup
N

JN pxN,εN0 , ᾱN q.

Proof. We already know by Lemma 4.8 that, if we set w̄N ptq :“
1

N

N
ÿ

i“1

ᾱitδxit , then

JN px1
0, . . . , x

N
0 , ᾱ

1, . . . , ᾱN q “ Jpm̄N , w̄N q.

It is easily to check that JN pxN,εN0 , ᾱN q is bounded. Then arguing exactly as in the proof of the
existence result (Theorem 4.1), the claim follows.

Proof of Theorem 4.7. Let pm̄, w̄q be a minimum for J with initial condition pm0, w0q. Arguing
as in the proof of Lemma 4.2, we can mollify pm̄, w̄q in such a way that pmε, wεq is smooth,
admissible (for a possibly different initial condition mε

0), with mε ą 0 and

mε Ñ m in C0pr0, T s,P2pRdqq, Jpmε, wεq ď Jpm̄, w̄q ` ε.
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Let us set αεpt, xq :“ wεpt, xq{mεpt, xq. Note that, by the smoothness and the positive property
of mε and wε, mεptq “ Xε,¨ptq7mε

0, where Xε,xptq is the solution of the differential equation

"

d
dtX

ε,xptq “ αεpt,Xε,x
t q

Xε,x
0 “ x

Let xN,ε0 “ pxN,ε,10 , . . . , xN,ε,N0 q P pRdqN be a sequence of initial conditions for the discrete

system such that mN
xN,ε0

Ñ mε
0 in P2pRdq. We define αε,N,it “ αpt,X

ε,xε,N,i0
t q and note that the

associated solution with initial condition xN,ε,i0 is X
ε,xε,N,i0
t . The associated empirical measure

mN ptq associated with the particles X
ε,xε,N,i0
t is, by definition, given by

mN ptq “ Xε,¨ptq7mN
xN,ε0

.

As mN
xN,ε0

converges to mε
0 in P2pRdq, pmN ptqq converges to pmεptqq in C0pr0, T s,P2pRdqq. The

same argument shows that

1

N

N
ÿ

i“1

ˆ T

0
LpX

ε,xε,N,i0
t , αε,N,it qdt “

ˆ T

0

ˆ
RdˆRd

Lpx, αqpXε,¨ptq, αpt,Xε,¨ptqqq7mN
xN,ε0

dt

converges to

ˆ T

0

ˆ
Rd
Lpx, αqpXε,¨ptq, αpt,Xε,¨ptqqq7m0pdxqdt “

ˆ T

0

ˆ
Rd
Lpx, αεpt, xqqmε

0pdxqdt.

This proves that
lim
N
JN pxN,ε0 , pαε,N,it qq “ Jpmε, wεq.

In particular,
lim sup
εÑ0

lim sup
NÑ`8

inf
α
JN pxN,ε0 , αq ď Jpm̄, w̄q.

Let now εN Ñ 0 be such that mN

x
N,εN
0

converges to m0 in P2pRdq and

lim sup
NÑ`8

inf
α
JN pxN,εN0 , αq ď Jpm̄, w̄q.

Let also ᾱN :“ pᾱiq be a minimum for JN pxN,εN0 , ¨q. We denote by x̄t “ px̄1
t , ¨ ¨ ¨ , x̄

N
t q, the

associated trajectory and by m̄N ptq :“ mN
x̄t the associated empirical measure. We know for

Lemma 4.10 that the sequence pm̄N q is tight in C0pr0, T s,P2´εpRdqq (for any ε P p0, 2q) and that,
if m P C0pr0, T s,P2pRdqq is a cluster point, then there exists w such that pm,wq is admissible
with

Jpm,wq ď lim sup
N

JN pxN,εN0 , ᾱN q ď Jpm̄, w̄q.

As mp0q “ m0, we conclude that pm,wq is a minimum of J .
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4.4 The associated Hamilton-Jacobi equation

In this section we consider the value function

Vpt0,m0q “ inf
pm,wq

ˆ T

t0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt`

ˆ T

t0

F pmptqqdt`GpmpT qq,

where the infimum is taken over the admissible pairs pm,wq defined as previously on rt0, T sˆRd
instead in r0, T s ˆ Rd and with initial condition mpt0q “ m0.

Proposition 4.11. Assume that F and G are Lipschitz continuous and that

|DxLpx, αq| ď Cp1` |α|q (20)

The map V is locally Lipschitz continuous on r0, T s ˆ P2pRdq.

Proof. In view of Theorem 4.7 we just need to prove the Lipschitz continuity of the value function
associated with JN and then pass to the limit. Let x0,y0 P pRdqN and α be optimal for JN px0, ¨q
(where JN is define in the previous section). Then

JN py0, αq “
1

N

N
ÿ

i“1

ˆ T

0
Lpyit, α

i
tqdt`

ˆ T

0
F pmN

ytqdt`Gpm
N
yT
q.

Note that yit “ yi0 ´ x
i
0 ` x

i
t, so that by Proposition 1.3,

d2
2pm

N
xt ,m

N
ytq “ inf

σPSN

1

N

N
ÿ

i“1

|yit ´ x
σpiq
t |2 “ inf

σPSN

1

N

N
ÿ

i“1

|yi0 ´ x
σpiq
0 |2 “ d2

2pm
N
x0
,mN

y0
q.

On the other hand, using assumption (20),

1

N

N
ÿ

i“1

ˆ T

0
Lpyit, α

i
tqdt ď

1

N

N
ÿ

i“1

ˆ T

0
pLpxit, α

i
tq ` Cp1` |α

i
t|q|x

i
0 ´ y

i
0|qdt

ď
1

N

N
ÿ

i“1

ˆ T

0
Lpxit, α

i
tq ` C

˜

1

N

N
ÿ

i“1

ˆ T

0
p1` |αit|q

2

¸1{2 ˜

1

N

N
ÿ

i“1

|xi0 ´ y
i
0|

2

¸1{2

.

By the growth assumption on L, the quantity 1
N

řN
i“1

´ T
0 |α

i
t|

2dt remains bounded for bounded
(in P2pRdq) measures mN

x0
. Therefore

JN py0, αq “ JN px0, αq ` Cd2pm
N
x0
,mN

y0
q,

where C depends on the bound of mN
x0

in P2pRdq.

From standard arguments in optimal control, V satisfies the dynamic programming principle

Vpt0,m0q “ inf
pm,wq

ˆ t1

t0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt`

ˆ t1

t0

F pmptqqdt` Vpt1,mpt1qq

for any 0 ď t0 ď t1 ď T . Let us give heuristic arguments explaining that, at least at a formal
level, one expects V to solve the following Hamilton-Jacobi equation:

$

&

%

´BtVpt,mq `
ˆ
Rd
Hpx,DmVpt,m, xqqmpdxq “ F pmq in p0, T q ˆ P2pRdq

VpT,mq “ Gpmq in P2pRdq,
(21)
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where
Hpx, pq “ sup

αPRd
´p ¨ α´ Lpx, αq.

For this we suppose that V is of class C1. Then, by dynamic programming principle with
t1 “ t0 ` h (where h ą 0 is small),

Vpt0,m0q “ inf
pm,wq

ˆ t0`h

t0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt` hF pm0q ` ophq

` Vpt0,m0q `

ˆ t0`h

t0

ˆ

BtVpt,mptqq `
ˆ
Rd

δV
δm
pt,mptq, xqBtmpt, dxq

˙

dt

“ inf
pm,wq

ˆ t0`h

t0

ˆ
Rd
Lpx,

dw

dm
pt, xqqmpt, dxqdt` hF pm0q ` ophq

` Vpt0,m0q ` hBtVpt0,m0q `

ˆ t0`h

t0

Bt

ˆ
Rd
DmVpt,mptq, xq ¨

dw

dm
mpt, dxqdt

“ ´h

ˆ
Rd
Hpx,DmVpt0,m0, xqm0pdxq ` hF pm0q ` ophq

` Vpt0,m0q ` hBtVpt0,m0q.

Simplifying by Vpt0,m0q, dividing by h and letting hÑ 0 gives (21).
The rigorous justification of the above computation requires the notion of viscosity solution

in P2pRdq. Although it is not too difficult to show that V solves, in the sense of viscosity solutions
against smooth test functions, equation (21), I do not know if this is enough to characterize the
value function V. See however [26] where this characterization is achieved in terms of sub- and
super-differential.

A way to overcome this issue is to write the equation in the space of random variables
L2pΩ,Rdq. Let us recall that one lifts the solution V to Ṽ defined by Ṽpt,Xq “ Vpt,LpXqq.
Then equation (21) becomes

#

´BtṼpt,Xq ` E
”

HpX,∇Ṽpt,Xq
ı

“ F pLpXqq in p0, T q ˆ L2pΩ,Rdq
ṼpT,Xq “ GpLpXqq in L2pΩ,Rdq.

Following Crandall-Lions [19] it is not specially difficult to check, under suitable assumption on
H, that the above equation has a unique viscosity solution (see also [22] for a monograph on HJ
in infinite dimension and [5] for a discussion of this approach in the framework of mean field
control).

4.5 Further reading

The problem described in this section is often called mean field-type control or mean-field opti-
mal control in the literature. This subject has known an impressive development in the recent
years and a general list of references is out of the scope of these short notes. We present below
a (somewhat arbitrary) selection of results, in the hope that they are a little representative of
the topic.

The existence of a solution described here is classical and it strongly related with the
Benamou-Brenier’s approach of optimal transport [7]. Note that in some works, a restriction
is made on the regularity in space of the distributed control α [24]. As explained above, this

28



technical restriction does not seem necessary.

The optimality conditions as stated here are, again, familiar in the context of optimal trans-
port, where the solution u of the Hamilton-Jacobi equation is the so-called Kantorovich potential.
The generalization to the framework of this section is formally described in [31] in the context
of mean field games and then used to build solution for problems with local interactions (see for
instance, among many other references, [8, 15, 33]).

The limit of the N´particle system has been recently studied by several authors and we refer
to the nice paper by Lacker [28] for an extension to the stochastic control setting and further ref-
erences. The mean field limit is also studied in the context of first order mean fields games in [23].

Concerning the analysis of the value function, if there are by now many references on the
subject, the picture is not completely clear yet. Several works study the HJ in metric spaces
(see, e.g. among many others, [4, 25, 27] and the references therein). There the Hamiltonian
depends on the metric slope of the unknown, which, in the case of P2pRdq, means that it depends
on }DmV}L2

m
and so that Lpx, vq “ lp|p|q for some l : RÑ R. In that case the characterization

of the value function quite well understood and intrinsic, in the sense that it only depends on
the metric space. Another possibility is to embed the problem into the space L2pΩ,Rdq of ran-
dom variables, as we explained in Section 2.3. There is a complete characterization of the value
function in terms of viscosity solutions in that setting: this approach has been first presented
by Lions in [32] and the reader can find a detailed analysis in [5]. Note however that the test
functions are C1 (or C2) functions on L2pΩ,Rdq and therefore cannot be expressed as test func-
tions on P2pRdq. In [25], the authors discuss the equivalence between the viscosity solutions,
in terms of sub- and super-differential, in P2pRdq and in L2pΩ,Rdq. Although this result is a
major step towards a better understand, it is not completely clear how it applies to equation
(21). In addition, it certainly does not apply to the more difficult problem with a diffusion. Let
us finally note a different and direct approach, for first order problems and bounded controls,
developped [34].

We have chosen in this chapter to describe problems in which the control α “ αpt, xq is
distributed, which corresponds to the situation in which one controls the behavior of all the
particles. If this approach is well adapted for some models, it is not always realistic: indeed it is
not always possible to control in an optimal way all the particles. An alternative is to use sparse
controls, as discussed for instance in [13]. On the other hand, if one considers the evolution of
the density m as an evolution of (small) controllers, the approach presented does not take into
account the possible rationality behavior of these controllers. The correct concept in this setting
is the notion of mean field games: see [29, 30, 31, 32] and the monographs [9, 18]. As already
pointed out, the optimization problem described in Section 4 can be used to build solution of
the so-called MFG system by variational methods: see for instance [8, 15, 33].
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