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Seminario Dottorato 2023/24

Preface

This document offers an overview of the activity of Seminario Dottorato 2023/24.
Our “Seminario Dottorato" (Graduate Seminar) has a double purpose. At one hand, the

speakers — usually Ph.D. students or post-docs, but sometimes also senior researchers —
are invited to communicate their researches to a public of mathematically well-educated but
not specialist people, by preserving both understandability and the flavour of a research
report. At the same time, people in the audience enjoy a rare opportunity to get an
accessible but also precise idea of what’s going on in some mathematical research area that
they might not know very well.

Let us take this opportunity to warmly thank once again all the speakers for having
held these interesting seminars and for their nice agreement to write down these notes to
leave a concrete footstep of their participation.

We are also grateful to the collegues who helped us, through their advices and sugges-
tions, in building an interesting and culturally complete program.

Padova, June 20th, 2024
Corrado Marastoni, Tiziano Vargiolu

Università di Padova – Dipartimento di Matematica 2
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Abstracts (from Seminario Dottorato’s webpage)

Wednesday 4 October 2023

An Introduction to Non-Connected Linear Algebraic Groups and their partition into Jor-
dan Classes and Lusztig Strata
Martina COSTA CESARI (Padova, Dip. Mat.)

Linear algebraic groups are a class of mathematical structures that combine concepts from algebra
and geometry. This suggests that algebraic groups can be approached from different perspectives,
such as Group Theory, Algebraic Geometry, and Combinatorics. They have applications in several
directions (Invariant Theory, Physics). Linear algebraic groups are affine varieties with a compat-
ible group structure. They were introduced in the late 1800s to study continuous symmetries of
differential equations. An important class of algebraic groups consists of non connected algebraic
groups. In the first part of the talk I will introduce basic notions and examples of linear algebraic
groups, and in particular of non connected linear algebraic groups. The last part of the presenta-
tion is devoted to explore some partition of these objects, in particular Jordan classes and Lusztig
strata, and investigating their geometric properties.

Wednesday 8 November 2023

A 2D Bin Packing Problem in the Sheet Metal Industry: models and solution approaches
Chiara TURBIAN (Padova, Dip. Mat. with Salvagnini Italia S.p.A., Sarego, Italy)

The Bin Packing Problem (BPP) is a well-studied problem in Operations Research, and, in its
basic formulation, it aims at packing a set of items into a finite set of bins by minimizing the
number of used bins. Due to its wide range of applications, several variants of the problem have
been proposed during the last decades, which differ from each other by dimensionality, additional
constraints, and characteristics of the items or the bins. We consider a Two-Dimensional Bin
Packing Problem (2DBPP) arising in Salvagnini Italia, a multinational corporation working in the
sheet metal industry. In our problem, the basic 2DBPP is enriched by the presence of technological
constraints emerging from the context, such as precedence relations between groups of items and
conditional safety distances between items. We present exact and heuristic approaches to solve
the problem, both based on Mixed Integer Linear Programming (MILP), and we show related
computational results.

Wednesday 22 November 2023

Groups and geometry: from algebraic varieties to Galois representations and vice versa
Khai Hoan NGUYEN DANG (Padova, Dip. Mat.)
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Since a very long time ago, there has been an effective approach to study geometry via group theory.
In this talk, we will focus on objects given by sets of solutions of a system of polynomial equations,
called algebraic varieties. Galois theory makes a bridge between the geometry of algebraic varieties
and group theory in terms of Galois representations. The talk will survey some basic but still
interesting aspects of these connections and provide several examples. We will also provide a
uniform way to investigate a certain class of algebraic varieties, named Abelian varieties.

Wednesday 13 December 2023

Wasserstein Generative Models
Amna MOHSIN (Padova, Dip. Mat.)

In this seminar firstly, I will present an introduction about optimal transport. Nowadays optimal
transport importance extends to diverse domains, ranging from mathematics and computer science
to economics and image processing. Subsequently, I will talk about the Wasserstein distance,
particularly the W1 distance, which is a powerful metric for measuring the dissimilarity between
probability distributions and it provides a more stable and meaningful measure than traditional
metrics like the Kullback-Leibler divergence. This metric is used in particular within generative
models, which are modern deep learning techniques that may be used to generate objects such as
images, text, or any other structure. I will introduce these models and explain their application
domain and discuss their properties, especially in relation to the limitation in their use of the W1
distance. Then, I will talk about the main objective of the thesis, which builds upon prior work
which introduce a dynamics based method that allows us to obtain very accurate computations
of the Wasserstein distance. The objective is to apply this method effectively within generative
models to overcome the limitations in the traditional methods used to compute the W1 distance,
and how we expect this method to improve the models performances.

Wednesday 20 December 2023

Double-negation in the Foundation of Constructive Mathematics
Pietro SABELLI (Padova, Dip. Mat.)

In this talk, we will first introduce the fundamental ideas of Constructive Mathematics through
basic examples taken from ordinary mathematical practice and focus on its computational aspect.
Secondly, we will review how the logical principle of the Excluded Middle, dating back to Aristotle,
and, more generally, the concept of negation play a crucial role in distinguishing Constructive
Mathematics from Classical Mathematics. Finally, we will give a non-technical overview of Gödel’s
double-negation interpretation of arithmetic and present our new result, which generalises it to the
“Minimalist Foundation”, a foundation for constructive mathematics designed in Padua by M.E.
Maietti and G. Sambin.
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Wednesday 24 January 2024

Digital twins: a general overview and the application to bread baking
Laura RINALDI (Padova, Dip. Mat.)

A digital twin is composed of two existing systems: the tangible system of physical reality and
its virtual and numerical replica which is enabled by real data and underling models through the
underlying use of digital technologies. The presence of digital twins is motivated by the necessity
of obtaining some information about the real system questioning the virtual one by a non-intrusive
manner. Such technology helps us to monitor the real system, to carry out maintenance tasks or
optimize some process. In this talk, I will present an industrial application which consists in the
building of an embedded digital twin of the bread baking process to the end of monitoring the
energy consumption to avoid waste.

Wednesday 31 January 2024

PDE’s and Conservation Laws: from the basics to current research
Luca TALAMINI (Padova, Dip. Mat.)

In this talk I will try to introduce you to the world of PDE’s in general and conservation laws in
particular. In the first part of the talk we will focus on rather classical topics. Via a lot of examples
I will try to give you a feeling of what a PDE is really about and what it means "to solve it". In
the last part we take a look at conservation laws (a particular class of PDE’s). Besides being my
current main research topic, conservation laws provide me with a great tool to illustrate modern
challenges in the field of non-linear PDE’s.

Thursday 15 February 2024

A differential game model for sponsored content
Chiara BRAMBILLA (Padova, Dip. Mat.)

Let us consider a communication platform distinguished for its high-quality content, where adver-
tising can take two different forms: traditional and sponsored (also known as native advertising in
the marketing literature). Native advertising is a widely used marketing tool that aims to mimic
the regular topics of the platform on which it is placed. Due to this striking resemblance, native
advertising may be very effective, but at the same time, it may negatively influence the perceived
credibility of the media outlet. In our model, a firm allocates investments to both traditional and
native advertising on such a platform. Meanwhile, the media outlet must grapple with the trade-off
between the profit accrued from publishing native advertising and the ensuing decline in credibil-
ity. We formalise this problem as a hierarchical infinite-time horizon linear state differential game,
played a‘ la Stackelberg, where the media outlet acts as the leader while the firm is the follower.
Finally, we characterise a time-consistent open-loop equilibrium and obtain the conditions that
make it optimal for the media outlet to accept native advertising.
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Wednesday 28 February 2024

Classical Modular Forms and the k-square problem
Marco BARACCHINI (Padova, Dip. Mat.)

Modular forms are objects belonging to the world of complex analysis. They are holomorphic
functions with some transformation properties. In this talk I will introduce two arithmetic problems
that could be studied using the theory of modular forms. In the second part of the talk we will
see the definition of modular forms and some classical results in this area.

Wednesday 13 March 2024

p-adic numbers and characteristic p

Pietro VANNI (Padova, Dip. Mat.)

For each prime p, p-adic numbers form an extension of the rational numbers that, being topo-
logically complete, allows one to use analytic methods in arithmetic. In this talk I will introduce
p-adic numbers outlining their basic properties and the role they play in number theory. Then I
will give an idea on how one can employ p-adic numbers to study algebraic varieties (i.e. systems
of polynomial equations) in characteristic p.

Wednesday 10 April 2024

A sphere rolling on a plane: a journey into nonholonomic mechanics
Mariana COSTA VILLEGAS (Padova, Dip. Mat.)

The problem of the sphere rolling on a plane is one of the most classical examples of nonholonomic
mechanical systems. I will use this example to give a brief introduction to this kind of systems,
their properties, and the main tools that are used to study them which go from geometry and
dynamics to symmetries and Lie groups. We will then consider classical and new affine variations
of this problem and see that the dynamics ranges from integrable to chaotic depending on the
specifics of the system. Finally, I will discuss some curious and surprising phenomena occurring in
specific examples.

Wednesday 24 April 2024

Collective periodic behaviors in large-volume interacting particle systems
Elisa MARINI (Padova, Dip. Mat.)

In the first part of this seminar, we will give an overview of collective periodic behaviors in large
systems of interacting components. Loosely speaking, such phenomena consist in nearly-periodic
oscillations which characterize the long-time dynamics of some macroscopic quantity of the system,
and which cannot be ascribed to any external periodic force applied to the system, nor to any
oscillatory behavior of its components, but rather arise from the interaction among these latter.

Università di Padova – Dipartimento di Matematica 6
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Although they are ubiquitous in real-world systems (they are observed for instance in neural
networks, predator-prey dynamics, epidemiology), such behaviors are still poorly understood from a
theoretical standpoint. In the second part of the seminar, we will present a toy model of interacting
diffusions displaying collective oscillations. This will serve as an example of the mechanisms which
may originate collective periodic behaviors and to give an idea of the mathematics involved in the
rigorous study of such phenomena.

Thursday 9 May 2024

Differential games and large population limits beyond the classic Mean-Field setting
Davide Francesco REDAELLI (Padova, Dip. Mat.)

Differential game theory is a branch of mathematics that touches many fields such as control and
game theories, probability, stochastic and partial differential equations. An interesting aspect of it
is studying strategies of the players which are optimal in that they produce a situation of equilib-
rium, for example in the famous sense due to Nash, and also seeing what happens when the number
of players grows and possibly becomes infinite. In this talk I will try to give a brief introduction
to this theory aimed at a wide audience of mathematicians possibly unaware of the subject, with
the final purpose of presenting the main topics which my doctoral research focused on.

Thursday 23 May 2024

Numerical Solution of Wave Propagation Phenomena in Viscoelastic Materials
Nicolò CRESCENZIO (Padova, Dip. Mat.)

Many materials, such as plastics, wood, concrete and metals at high temperatures, exhibit a
mechanical behaviour that is intermediate between the elastic and the viscous one. Consequently,
these materials cannot be adequately described using the well-known classical theories of elasticity
and viscosity and it is therefore necessary to consider a more general theory that is capable of
modelling the behaviour of these materials, also known as viscoelastic materials. In the first part
of the talk, we will provide a brief overview of the theory of linear viscoelasticity, with a particular
focus on the so-called Kelvin-Voigt rheology. Then, we will discuss the problem of viscoelastic
wave propagation phenomena in a Kelvin-Voigt heterogeneous material and show numerical results
obtained by means of a Galerkin spectral approach.

Wednesday 5 June 2024

Strichartz estimates for the Dirac equation in different settings
Elena DANESI (Padova, Dip. Mat.)

The Dirac equation is a first order partial differential equation. It was first derived by Paul Dirac
in 1928 in order to describe the free motion of a spin 1/2 particle on R3, in according with the
principles of quantum mechanics and special relativity. In the following years its definition has
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been generalized in order to be adapted to curved backgrounds. From the mathematical side, it
can be listed within the class of dispersive equations, together with the Schrödinger, wave and
Klein-Gordon equations. In the years, because of the study of nonlinear systems, a lot of effort has
been devoted to developing tools to quantify the dispersion of a system. Among these tools we find
a priori estimates on the solutions, such as Strichartz or local smoothing estimates. In the first
part of the talk I will focus on the Schrödinger and wave equations in order to present these kind
of estimates as well as some classical tools to prove them. In the second part, I will first introduce
the Dirac equation on R × R3 and describe its connection with the above mentioned equations. I
will then present the equation in curved spacetimes. To conclude, I will survey some recent results
concerning the validity of Strichartz estimates for the “curved” Dirac equation in specific settings,
in particular compact or asymptotically flat manifolds.

Thursday 20 June 2024

Topological Data Analysis (TDA): basic concepts and applications
Cinzia BANDIZIOL (Padova, Dip. Mat.)

In the last two decades, with the ever higher increasing amount of data of many kinds and, usually,
of high dimension, it has revealed meaningfull to be able to extract new and additional infomation
from data, overall if it is related to intrinsic properties of themselfes. It has motivated the birth of
a new field of research, the so called Topological Data Analysis. Thanks to the strong theoretical
basis of algerabraic topology, it allows to extract qualitative information from dataset, as point
clouds, images, graphs, time series, ecc., related to the “shape of data”, and to use them into
machine learning and deep learning frameworks. In this talk, first we will introduce the main tool
of TDA called persistent homology with basic definitions and notions. Then, after the introduction
of the classification problem, we will discuss how to use the new topological information in such a
context.
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An Introduction to Non-Connected Linear
Algebraic Groups and their partition

into Jordan Classes and Lusztig Strata

Martina Costa Cesari (∗)

Abstract. Linear algebraic groups are a class of mathematical structures that combine concepts
from algebra and geometry. This suggests that algebraic groups can be approached from different
perspectives, such as Group Theory, Algebraic Geometry, and Combinatorics. They have applica-
tions in several directions (Invariant Theory, Physics). Linear algebraic groups are affine varieties
with a compatible group structure. They were introduced in the late 1800s to study continuous
symmetries of differential equations. An important class of algebraic groups consists of non con-
nected algebraic groups. In the first part of the talk I will introduce basic notions and examples
of linear algebraic groups, and in particular of non connected linear algebraic groups. The last
part of the presentation is devoted to explore some partition of these objects, in particular Jordan
classes and Lusztig strata, and investigating their geometric properties.

1 Preliminars on affine varieties

In this section we recall some classical facts about algebraic geometry, for a complete
description one can see [8].

Let K be an algebraically closed field. We consider K[T1, . . . , Tn] the ring of polynomials
in n indeterminates with coefficients in K.

Definition 1.1 Let I ⊆ K[T1, . . . , Tn] be an ideal. The algebraic set associated with I is

V (I) = {v ∈ K | f(v) = 0 for every f ∈ I} ⊆ Kn.

Proposition 1.2 The collection of algebraic sets fulfill the axioms of the closed subsets of
a topology on Kn.

Proof. We observe that K[T1, . . . , Tn] = V ((0)) and ∅ = V (K[T1, . . . , Tn]), then Kn and ∅
are closed.

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 4 October 2023.
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Moreover the collection of affine algebraic sets is closed by taking arbitrary intersections:
if {Xj}j∈J is a family of algebraic sets with defining ideals {Ij}j∈J , then

⋂
j∈J Xj =

V
(∑

j∈J Ij

)
, where

∑
j∈J Ij := {∑m

k=1 fk | m ∈ N, fk ∈ Ij for some j ∈ J} is an ideal in
K [X1, . . . , Xn].
Furthermore the collection of algebraic sets is closed by taking finite unions: if X,Y are
affine algebraic sets with defining ideals IX and IY , then X ∪ Y = V (IXIY ), where
IXIY := {fg | f ∈ IX , g ∈ IY } is an ideal in K [X1, . . . , Xn]. Therefore all the axioms are
fulfilled.

Definition 1.3 The topology on Kn given by taking V (I), with I an ideal in K[T1, . . . , Tn],
as closed subsets, is called Zariski topology. We denote by AnK the vector space Kn endowed
with the Zariski topology. The topological space AnK is called the n-dimensional affine space
over K.

Example 1.1

(a) Any point P = (xP ) ∈ A1
C on the affine complex line is completely determined by its

coordinate xP . It is an algebraic set, as {P} = V ((X − xP )). Similarly, any finite
collection of points on the affine complex line is an algebraic set.

(b) The following are algebraic sets in the complex affine plane A2
C with coordinates T1, T2.

Definition 1.4 An affine variety over K is a closed subset of AnK for some n ∈ N.

1.1 Morphism of affine varieties

Definition 1.5 Let X ⊆ AmK and Y ⊆ AnK be affine varieties. A map
φ : X −! Y is a morphism of affine varieties, if it is the restriction of a map

φ̃ : AmK −! AnK

(x1, . . . , xm) 7!

 φ1 (x1, . . . , xm)
...

φn (x1, . . . , xm)


with φi ∈ K [T1, . . . , Tm] for all i = 1, . . . , n.

Università di Padova – Dipartimento di Matematica 10
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Example 1.2 We give two easy examples of algebraic morphisms.

- The maps α, µ : AnK ! A1
K defined by α (x1, . . . , xn) =

∑n
i=1 xi and µ (x1, . . . , xn) =∏n

i=1 xi are morphisms.

- The projection on the i-th component πi : AnK ! A1
K defined by (x1, . . . , xn) 7! xi is

a morphism, for i ∈ {1, . . . , n}.

2 Linear algebraic groups

Definition 2.1 A linear algebraic group is an affine algebraic variety G with a group
structure such that:

µ : G×G! G (x, y) 7! xy and ι : G! G x 7! x−1

are morphisms of algebraic varieties.

Example 2.1

- Consider the additive group G = (C,+). This is a linear algebraic group, indeed the
maps

µ : G×G ! G ι : G ! G
(x1, x2) 7! x1 + x2 x 7! −x

are clearly morphisms of affine varieties.

- The multiplicative group GL1(C) of invertible complex numbers C∗ is a linear alge-
braic group.

Proposition 2.2 The general linear group GLn(K), consisting of n×n invertible matrices
with coefficients in K, is a linear algebraic group.

Proof. Let Mn×n be the space of n × n matrices with coefficients in K. We can identify
Mn×n with the affine space An

2

K . The determinant of a matrix is the polynomial in the
indeterminates Tij , with 1 ≤ i, j ≤ n :

det =
∑
σ∈Sn

sgn(σ)
n∏
i=1

Ti,σ(i).

We have

GLn(K) =
{
x =

(
(xij)i,j , t

)
∈ An

2+1(K) | det
(

(xij)i,j

)
t− 1 = 0

}
.

Thus, given the ideal I = (det
(

(xij)i,j

)
t − 1) ⊆ K[Ti,j , t], the general linear group

GLn(K) = V (I), so it is an affine variety. Moreover if A,B ∈ GLn(K), then each en-
try of the product AB can be expressed as a polynomial functions in the entries of A and

Università di Padova – Dipartimento di Matematica 11
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B. Similarly, the entries of A−1 can be expressed by means of Laplace’s rule as polynomial
functions in the entries of A and of (detA)−1. So the multiplication map and the inverse
map are morphism of affine varieties.

Remark 2.3 The general linear group GLn(K) is connected.

Example 2.2 Every closed subgroup of GLn(K) is a linear algebraic group. For example
the orthogonal group of order n over K that is

G = On(C) =
{
A ∈ GLn(C) | ATA = 1

}
,

is a linear algebraic group. Moreover On(C) is non-connected, in fact it has two connected
components, one containing the matrices with determinant equal to 1, and the other con-
taining the matrices with determinant equal to −1, namely

G◦ = SOn(C) = {A ∈ G | detA = 1} and (−1)G◦

So far we have seen examples of linear algebraic groups, given as groups of matrices,
this is not a case. In fact we have the following theorem.

Theorem 2.4 [8, Theorem 2.3.7] Let G be a linear algebraic group over K. Then, for
some n ∈ N there exists an embedding

ρ : G ↪−! GLn(K).

In particular G is isomorphic to a closed subgroup of GLn(K).

2.1 Jordan decomposition

This section is devoted to one of the founding instruments to study linear algebraic groups.
We recall the definition of semisimple and unipotent matrices.

Let A ∈ GLn(K). We say that A is semisimple is it is diagonalizable, i.e. if there exists
a basis {v1, . . . , vn} of Cn and λi ∈ C×such that Avi = λivi for all i = 1, . . . , n.

The matrix A is called unipotent if A − 1 is nilpotent, i.e. if there exists k ∈ N such
that (A− 1)k = 0.

From the classical Jordan normal form, up to conjugation, we can see A as the sum of
As, a semisimple matrix (namely the diagonal part of the Jordan normal form), and An,
a nilpotent matrix (namely the upper diagonal part of the Jordan normal form). These
matrices, As, An, commute.

From the additive decomposition A = As +An, we can obtain a multiplicative decom-
position

A = As(Id +A−1
s An),

where As and (Id +A−1
s An) commute. We have that (Id +A−1

s An) is a unipotent element
that we denote by Au. So we have proven the following proposition.

Università di Padova – Dipartimento di Matematica 12
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Proposition 2.5 For every A ∈ GLn(K) there exist a decomposition A = AsAu with As
semisimple, Au unipotent, and such that As, Au commute.

We can generalize this result to every linear algebraic group.

Definition 2.6 Let G be a linear algebraic group. An element g ∈ G is called semisimple
if for any embedding ρ : G ↪−! GLn(K), its image ρ(g) is a semisimple matrix. Analogously
g ∈ G is called unipotent if ρ(g) is a unipotent matrix.

Theorem 2.7 [8, Theorem 2.4.8] Let G be a linear algebraic group. For every element
g ∈ G there exist a semisimple element gs ∈ G and a unipotent gu ∈ G such that

g = gsgu = gugs.

Remark 2.8 The identity is the only element which is both semisimple and unipotent.

Example 2.3 In G = GL2(C) consider A =

(
α 1
0 α

)
. Then A = AsAu, with As =(

α 0
0 α

)
and Au =

(
1 α−1

0 1

)
. Hence A is unipotent if and only if α = 1, otherwise it

is nor semisimple nor unipotent.

We are interested in study a particular class of linear algebraic group.

Definition 2.9 Let G be a connected linear algebraic group. Then G is called reductive
if its maximal closed unipotent normal subgroup is trivial.

Example 2.4 The group SLn, that is the group of invertible n× n-matrices with deter-
minant equal to 1, is reductive.

2.2 The Weyl group

In this section we introduce the notion of Weyl group associated with a connected reductive
algebraic group.

Definition 2.10 A linear algebraic group is called a torus if it is isomorphic to Dn, the
subgroup of GLn consisting of diagonal matrices, for some n ∈ N.

Let G be a connected reductive algebraic group. Let T be a subgroup of G such that
T is a torus. We denote by NGT the normalizer in G of T , and by CG(T ) the centralizer
of T in G.

Definition 2.11 The Weyl group of G is the group W := NGT/CG(T ).

By [7, Theorem 3.10], the group W is finite.

Example 2.5 We consider the subgroup of diagonal matrices T in SLn. The subgroup T
is a torus. The Weyl group W = NG(T )/T is isomorphic to Sn, the n-symmetric group.

Università di Padova – Dipartimento di Matematica 13
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2.3 Non-connected linear algebraic groups

In this section we deal with the structure of non connected algebraic groups. Let G be an
algebraic group. We denote by G◦ the connected component of G containing the identity.

We recall the following result [8, Proposition 2.2.1].

Proposition 2.12 The connected component G◦ is a closed normal subgroup of finite
index. Moreover any closed subgroup of G of finite index contains G◦.

Let x ∈ G and consider the multiplication morphism

µx : G −! G

g 7! gx.

Since µx is a homeomorphism, then the image of connected components are connected
components, so µx(G◦) = G◦x is a connected component of G. Let D be the connected
component of G containing x, then x ∈ G◦x ∩D, therefore D = G◦x.

By Proposition 2.12, we have that G/G◦ is a finite group of order m for some m ∈ N.
Then G has finitely many connected components.

For x ∈ G, we consider the automorphism of G

(1) cx : G −! G
g 7! xgx−1

We refer to cx as the conjugation morphism by x, and we denote it by τ . It restricts to an
automorphism of G◦.

Let G̃ = G◦ o 〈τ〉 be an algebraic group with the following operation

g1τ
k1g2τ

k2 = g1τ(g2)k2τk1+k2 .

We are interested in study the action of G◦ on a connected component D of G, given by
the conjugation. For this reason it is not restrictive to study the group of the form as G̃.
Indeed we have the following result.

Lemma 2.13 The varieties G◦τ and G◦x are isomorphic as G◦-variety, where G◦ acts
by conjugation.

Proof. The isomorphism

ρ : G◦τ −! G◦x , hτ 7! hx

is G◦-equivariant. Indeed, let g0 ∈ G◦, then

ρ(g0hτg
−1
0 ) = ρ(g0hτ(g−1

0 )τ) =

= g0hτ(g−1
0 )x = g0hcx(g−1

0 )x = g0hxg
−1
0 x−1x = g0hxg

−1 = g0ρ(hτ)g0.
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Example 2.6 Let n ≥ 3 and τ be the involution of SL(n), defined as follows

τ : SL(n) −! SL(n)

X 7! tX−1,

with tX−1 the transposed of the inverse of X.
The group SL(n)o〈τ〉 is a non-connected algebraic group with two connected components

G◦ = SL(n) and G◦τ.

3 Jordan classes on non-connected algebraic groups

In [3] G. Lusztig introduced a finite stratification of a non connected reductive algebraic
group G. We refer to the strata as Jordan classes.

Jordan classes have good geometrical properties, they are locally closed, irreducible
and smooth subvarieties of G.

Each Jordan class is a union of G◦-conjugacy classes of the same dimension, where G◦

is the connected component of G containing the identity. Moreover the closure of a Jordan
class is a union of Jordan classes.

In the following if H is a subgroup of G we denote by H◦ the connected component of
H containing the identity. For h ∈ H, we denote tby CH(h) the centralizer of h in H. The
center of H is denoted by Z(H).

Let a be an element of G with Jordan decomposition a = asau. Following [3, 2.1], we
set

(2) T (a) = (Z(CG(as)
◦) ∩ CG(au))◦ = (Z(CG◦(as)

◦) ∩ CG◦(au))◦

We consider the equivalence relation on G:

a ∼ h if ∃x ∈ G◦ such that T (xhx−1) = T (a) and xhx−1 ∈ T (a)a.

Definition 3.1 A Jordan class is an equivalence class for the relation in (2), and we
denote the Jordan class containing a by J(a).

Example 3.1 Let SO8(K) be the group of 8 × 8 matrices of determinant equal to 1
that leave invariant the bilinear form whose matrix with respect to the canonical basis

in K8 is
(

0 I4

I4 0

)
. We consider the two matrices s = diag (−1, I3,−1, I3) and r =

diag
(
t, I3, t

−1, I3

)
for any t 6= 0,±1 are in the same Jordan class.
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4 Lusztig strata on non-connected algebraic groups

In this section we introduce the notion of Lusztig strata of a non connected reductive al-
gebraic group given in [5].

Let G be a reductive algebraic group. We denote by G◦ the connected component of
G containing the identity, and we denote by W its Weyl group.

Using a variant of the Springer’s correspondence with trivial local system, Lusztig de-
fined a map E from a connected component D of G to the set of irreducible representations
of a subgroup of W depending on D.

4.1 The Springer’s correspondence

The classical Springer correspondence with trivial local system is a map from the set of
unipotent elements in a connected reductive algebraic group to the set of isomorphism
classes of irreducible representation of its Weyl group [9].

Example 4.1 We consider G = SLn. The Weyl group of G is the symmetric group Sn.
The set of unipotent orbits in G is parameterized by the partitions of n. Moreover, the

set of isomorphism classes of irreducible representation of Sn is parameterized also by the
partitions of n. Therefore the Springer correspondence in this case is a bijection of the set
of partitions of n.

The Springer’s correspondence in general is not bijective.

4.2 The map E
We recall here the definition of the map E given in [5].

In the following we retain the notation of [2].

We recall that the Weyl group W is in bijection with the set of G◦-orbits on B × B,
where B is the flag manifold of G◦ and where G◦ acts diagonally by conjugation. Also
the group G acts diagonally on B × B: this induces an action of G/G◦ on W . Let D be
a connected component of G. We can see D as an element of G/G◦. So this defines an
automorphism [D] : W ! W whose fixed point set is denoted by WD. By [4, Appendix],
WD is a Coxeter group.

The map E is defined as follows.

E : D −! Irr(WD)

a 7! E(a)

where E(a) is constructed according to the following rules
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• Let a = au ∈ Dun. Let π be the morphism defined as in [5, 1.2], we denote by π! the
sheaf functor given by direct image with compact support. The shifted intersection
cohomology complex π! (Ql) [dimD] has a decomposition as follows

π! (Ql) [dimD] = ⊕ρρ⊗ π! (Ql) [dimD]ρ

where ρ runs through Irr
(
WD

)
(for further details see [5, 1.2]). Then E(a) is the

unique irreducible representation of WD such that π!(Ql[dimD]E(a))|Dun is (up to
shift) the intersection cohomology complex of G◦ · a with coefficients in Ql.

• If as is central in G, let Dau be the connected component of G containing au. We
observe that WDau = WD, because Dau = G◦au and D = G◦asau = asG

◦au =
asDau with as central. Then E(a) := E(au).

• Let as /∈ Z(G). Note that as is central in CG(as), and we let D′ be the connected
component of CG(as) containing a. Let W (CG(as)

◦) be the Weyl group of CG(as)
◦.

We denote by Eas(a) ∈ Irr(W (CG(as)
◦)D

′
) the image of a through the map E re-

ferred to the group CG(as). Then we set E(a) = jW (G◦)D

W (CG(as)◦)D
′Eas(a), where j is the

truncated induction as defined in [6, Section 3]. The description of W (CG(as)
◦)D

′

as a subgroup of W (G◦)D is given in [5, 1.6 (a)].

We observe that E(a) depends only on the G◦-class of a.

4.3 Lusztig strata

Definition 4.1 Let ρ ∈ Irr(WD). The fiber E−1(ρ) is called a Lusztig stratum.

By [5, 1.16 (e)] Lusztig strata are unions of G◦-orbits of the same dimension, so if X
is a Lusztig stratum contained in D, then there exists d ∈ N such that X ⊂ D(d).
As observed in [5, 0.1], a Lusztig stratum is union of Jordan classes, indeed we have the
following proposition.

Proposition 4.2 If J is a Jordan class in D, and a = asau, h = hshu ∈ J , then
E(a) = E(h), so strata are unions of Jordan classes.

The fibers of the classical Springer correspondence are the unipotent conjugacy classes
in the ambient group. It is expected that also the fibers of E have a good geometric
behavior. Indeed, G. Lusztig in [5, 1.12 (b)] stated that the strata of D should be locally
closed, as in the connected case [1].

Using Proposition 4.2, we describe Lusztig strata as unions of regular closures of Jordan
classes. From this description, we are able to prove the following theorem.

Theorem 4.3 [2, Theorem 2.3] Let X be a Lusztig stratum. Then X is a locally closed
subset of D.
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A 2D Bin Packing Problem in the Sheet Metal
Industry: models and solution approaches

Chiara Turbian (∗)

Abstract. The Bin Packing Problem (BPP) is a well-studied problem in Operations Research, and,
in its basic formulation, it aims at packing a set of items into a finite set of bins by minimizing the
number of used bins. Due to its wide range of applications, several variants of the problem have
been proposed during the last decades, which differ from each other by dimensionality, additional
constraints, and characteristics of the items or the bins. We consider a Two-Dimensional Bin
Packing Problem (2DBPP) arising in Salvagnini Italia, a multinational corporation working in the
sheet metal industry. In our problem, the basic 2DBPP is enriched by the presence of technological
constraints emerging from the context, such as precedence relations between groups of items and
conditional safety distances between items. We present exact and heuristic approaches to solve
the problem, both based on Mixed Integer Linear Programming (MILP), and we show related
computational results.

1 Introduction

The Bin Packing Problem (BPP) is classical problem in the Operations Research literature
that, in its general form, aims at packing a set of items into a finite set of bins by mini-
mizing some efficiency index, e.g., the number of used bins. The BPP has a wide range of
industrial applications (e.g., in wood, glass, paper or sheet metal industries, and in freight
transportation), thus many variants of this problem have been proposed and studied in
the last decades. These variants differ from each other by the following aspects: dimen-
sionality (e.g., 1D-BPP [9], 2D-BPP [5], or 3D-BPP [6]); characteristics of the items (e.g.,
rectangular [5], or irregular shaped [4] items); characteristics of the bins (e.g., identical [3],
or variable sized [2] bins); additional constraints (e.g., items rotations [7], weighted items
[1], constrained barycenters [8]). In this report, we consider a real-world application of
a Two-Dimensional Bin Packing Problem (2DBPP) with rectangular items, variable bin
sizes, and practical constraints arising in Salvagnini Italia, a multinational corporation that
produces, in particular, computer numerical control (CNC) machines designed to cut the
sheet metal. We describe in details the problem, with a particular focus on its practical

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. With Salvagnini Italia S.p.A., via Ingegnere Guido Salvagnini 51, 36040 Sarego,

Italy. E-mail: . Seminar held on 8 November 2023.
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constraints (Section 2), and, after a brief introduction on Mathematical Programming, we
provide a formulation of the problem (Section 3). In Section 4, we provide some generalities
on the two main categories of solution methods that are used in Operations Research (i.e.,
exact and heuristic methods), followed by the solution approaches that we propose to solve
our specific problem. To conclude, in Section 5, we comment computational results related
to our procedures, highlighting advantages and disadvantages of using exact or heuristic
methods.

2 Problem Definition

In our problem we have to cut two sets of rectangular items, compulsory and optional
ones, from a limited amount of material sheets of different sizes. The goal is to cut all the
compulsory items and, possibly, optional items by minimizing the material waste of the
used sheets. We have several constraints to consider in our problem, some classical ones of
the 2DBPP, and some others peculiar to our framework. As classical limitations we have
that items cannot overlap each other and cannot be split into smaller pieces to better fit
in the sheets. Furthermore, to each item we can assign mandatory or forbidden placement
areas, and the freedom to rotate by 90 degrees. On the other hand, specific to the context,
we have additional constraints on the reciprocal position of some items within the sheet
and in the solution. To preserve the quality of the cut, we can assign a margin to an item,
representing the minimum distance from any other item in the sheet. In particular, if two
items have no margins, they can either share a side with each other (in this case, we say
that they share a common cut), or they must respect a safety distance that depends on the
sheet type. At last, different levels of precedence can be assigned to each compulsory item,
indicating that items of higher precedence should be accommodated in sheets scheduled
for cutting before sheets containing items of lower precedence. This characteristic drives
our goal of generating a sequence of sheets, thus establishing a production order among
them. Within our framework, the precedence constraint can be classified as either hard,
as previously explained, or soft, where fulfillment is required only if it does not increase
material waste.

3 Mathematical Modeling

3.1 General

Mathematical Programming is one of the possible approaches to tackle an optimization
problem. It involves mathematical programming models, that are used to describe the
characteristics of the optimal solution by means of mathematical relations. These models
consist of the following elements: sets (which group the elements of the system), parame-
ters (i.e., the data of the problem, which represent the known quantities depending on the
elements of the system), decision variables (these are the unknown quantities, on which we
can act in order to find different possible solutions to the problem), constraints (i.e., the
mathematical relations that describe conditions imposing the feasibility of the solutions),
objective function (this is the quantity to maximize or minimize, written as a function of
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the decision variables). Solving an optimization problem formulated as a mathematical
programming model means deciding the values of the variables that satisfy all the con-
straints and maximize or minimize the objective function. These values are the solution
to the problem. A Linear Programming model is a mathematical programming model in
which the objective function is a linear expression of the decision variables, and the con-
straints are given by a system of linear equations and/or inequalities. Depending on the
nature of the domain of the decision variables, we have: Linear Programming models (LP)
if all the variables can take real values, Integer Linear Programming models (ILP) if all
the variables are allowed to take integer values only; Mixed Integer Linear Programming
models (MILP) if some variables can take real values and others are allowed to take integer
values only. In the following section we will see that our problem is described by two MILP
formulations. In all generality, a MILP model is of the form

max/min cTx

s.t. Ax ≤ b
x ≥ 0

xi ∈ Z, i ∈ I

where A ∈ Rm×n, b ∈ Rm, c ∈ Rn, and I ⊆ {1, . . . , n} is the index set of the integer
variables (i.e., xi with i ∈ I is an integer variable, xi with i /∈ I is a continuous variable).

3.2 Application

The problem outlined in Section 2 presents two hierarchical goals: reducing material waste
and, if waste quantities are identical, minimizing the number of soft precedence constraints
that are violated. This problem is addressed through two successive steps, each relying on
Mathematical Programming. The initial model (Model 1) focuses on capturing the primary
features of the problem, emphasizing the minimization of material waste. Meanwhile,
the subsequent model (Model 2) is designed to minimize the number of soft precedence
violations under maximum waste constraint.

Notation

We report in the following the adopted notation. Consider the collection of compulsory
items as Ic = {1, . . . , nc}, the one of optional items as Io = {nc + 1, . . . , nc + no = n},
and their union as I = Ic ∪ Io. Each item i ∈ I is defined by its width ωi and height ηi.
Additionally, each item i ∈ I can have a designated margin from the sheet’s border (σi) or
from other items (µi). We denoteM as the maximum margin among all items. Parameters
εi and φi confine the allowable placement range of item i to a maximum and minimum
distance from the sheet’s border, respectively. The level of hard precedence for an item
i ∈ Ic is represented by an integer ρi. Let P = {(i, j) | i, j ∈ Ic, ρi < ρj}, comprising all
pairs of items in a hard precedence relationship. Assume there are ns available sheets, with
S = {1, . . . , ns} denoting the sheet positions in the production order, and T = {1, . . . , nt}
representing sheet types. Each sheet type t ∈ T is specified by its width Ωt and height
Ht. Let Ω = maxt∈T Ωt, H = maxt∈T Ht, and ∆ = max{Ω, H}. Every sheet type t has
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a maximum available quantity of sheets denoted by βt and a safety distance τt. For each
i, j ∈ I, s ∈ S, and t ∈ T , the following variables are introduced: xi (or yi) representing
the distance of item i’s lower-left corner from the left (or bottom) side of the sheet; ri is
1 if item i is placed vertically, otherwise 0; lij (or bij) is 1 if item i is positioned to the
left (or below) j, otherwise 0; cij is 1 if items i and j share a common cut, otherwise 0;
mij represents the margin between items i and j; fis is 1 if item i is cut from the sheet
in position s, otherwise 0; gst is 1 if the sheet in position s belongs to type t, otherwise 0;
aijs is 1 if both items i and j are placed on the sheet in position s, otherwise 0.

Model 1

We consider the following MILP model as Model 1.

min
∑
s∈S

[∑
t∈T

(ΩtHt)gst −
∑
i∈I

(ωiηi)fis

]
(1)

s.t.
lij + lji + bij + bji + (1− fis) + (1− fjs) ≥ 1 ∀i, j ∈ I, s ∈ S(2)

xi + (1− ri)ωi + riηi +mij ≤ xj + Ω(1− lij) ∀i, j ∈ I(3)

xi + (1− ri)ωi + riηi +mij ≥ xj − Ω(1− lij) ∀i, j ∈ I(4)

yi + (1− ri)ηi + riωi +mij ≤ yj +H(1− bij) ∀i, j ∈ I(5)

yi + (1− ri)ηi + riωi +mij ≥ yj −H(1− bij) ∀i, j ∈ I(6)

mij ≥ max{µi, µj , τt}(1− cij)−∆ (2− aijs − gst)
∀i, j ∈ I,
s ∈ S, t ∈ T(7)

mij ≤ ∆(1− cij) ∀i, j ∈ I(8)
aijs ≥ fis + fjs − 1 ∀i, j ∈ I, s ∈ S(9)

max{µi, µj}(lij + lji) ≤M(1− cij) ∀i, j ∈ I(10)

max{µi, µj}(bij + bji) ≤M(1− cij) ∀i, j ∈ I(11) ∑
t∈T

gst ≤ 1 ∀s ∈ S(12) ∑
s∈S

gst ≤ βt ∀t ∈ T(13) ∑
s∈S

fis = 1 ∀i ∈ Ic(14) ∑
s∈S

fis ≤ 1 ∀i ∈ Io(15) ∑
i∈I

fis ≤ n
∑
t∈T

gst ∀s ∈ S(16)

fjs ≤
s∑

r=1

fir
∀s ∈ S,
(i, j) ∈ P(17)
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xi + (1− ri)ωi + riηi ≤
∑
t∈T

(Ωt − φi − σi)gst + Ω(1− fis) ∀i ∈ I, s ∈ S(18)

yi + (1− ri)ηi + riωi ≤
∑
t∈T

(Ht − φi − σi)gst +H(1− fis) ∀i ∈ I, s ∈ S(19)

xi ≥ φi + σi − Ω(1− fis) ∀i ∈ I, s ∈ S(20)

yi ≥ φi + σi −H(1− fis) ∀i ∈ I, s ∈ S(21)

xi + (1− ri)ωi + riηi ≤ εi + σi + Ω(1− fis) ∀i ∈ I, s ∈ S(22)

yi + (1− ri)ηi + riωi ≤ εi + σi +H(1− fis) ∀i ∈ I, s ∈ S(23)

xi ≥
∑
t∈T

(Ωt − εi − σi)gst − Ω(1− fis) ∀i ∈ I, s ∈ S(24)

yi ≥
∑
t∈T

(Ht − εi − σi)gst −H(1− fis) ∀i ∈ I, s ∈ S(25)

xi, yi ≥ 0 ∀i ∈ I(26)
lij , bij , cij ∈ {0, 1} ∀i, j ∈ I(27)
ri ∈ {0, 1} ∀i ∈ I(28)
mij ≥ 0 ∀i, j ∈ I(29)
fis ∈ {0, 1} ∀i ∈ I, s ∈ S(30)
gst ∈ {0, 1} ∀s ∈ S, t ∈ T(31)

aijs ∈ {0, 1}
∀i, j ∈ I,
s ∈ S(32)

Objective (1) aims to minimize the total material waste across the utilized sheets. In
equation (2), we establish correlations between items: when two items share a sheet, they
are positioned adjacently or one below the other. Constraints (3-6) for non-overlapping
ensure that item margins are considered in their definitions. Constraints (7-8) delineate the
margin between two items: if they share a cut, the margin is zero; otherwise, it’s at least
the larger value between the items’ margin and the safety distance. To maintain linearity,
variables a in constraints (9) indicate whether two items share a sheet. Constraints (10-11)
regulate the potential for shared cuts between items, accounting for their relative positions;
an item with a specified margin cannot share a cut with another item. Equations (12-13)
ensure that at most one type is assigned to each sheet, within the available quantities.
Constraints (14-15) mandate that compulsory items are placed in exactly one sheet, while
optional items can be placed in at most one sheet. Equation (16) impose that if an item is
placed on a sheet, a type must be assigned to it. Constraints (17) establish hard precedence
between items, ensuring that a sheet accommodating an item i with higher precedence than
item j is not cut after the sheet accommodating j. Equations (18-21) ensure that each
item remains completely within a sheet and maintains the specified margin from the sheet’s
border. They also prevent items from being placed in their forbidden zones. Similarly,
constraints (22-25) guarantee item placement within their mandatory zones. Constraints
(26-32) specify the domains of the variables.
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Model 2

To incorporate soft precedence relationships, we denote the soft precedence level, specifi-
cally for compulsory items, as ρ̃i for each i ∈ Ic. Similarly to hard precedence, we define
the set P̃ = (i, j) | i, j ∈ Ic, ρ̃i < ρ̃j to represent these soft precedence relationships. Sub-
sequently, we introduce decision variables qijs for all (i, j) ∈ P̃ and for all s ∈ S. These
variables take value 1 if the placement of item j at position s violates the soft precedence
concerning item i, and 0 otherwise. We consider the following MILP model as Model 2:

min
∑

(i,j)∈P̃

∑
s∈S

qijs(33)

s.t.
(2)− (32)

qijs ≥ fjs −
s∑

r=1

fir ∀s ∈ S, (i, j) ∈ P̃(34)

∑
s∈S

[∑
t∈T

(ΩtHt)gst −
∑
i∈I

(ωiηi)fis

]
≤ v∗(35)

qijs ∈ {0, 1} ∀s ∈ S, (i, j) ∈ P̃ .(36)

In the objective (33), we minimize the number of soft precedence violations, that are
counted by constraints (34). Moreover, we impose that the total amount of material waste
has to be at most a certain quantity v∗ in constraint (35).

4 Algorithms

4.1 General

Solution approaches for optimization problems can be categorized into two classes: exact
methods and heuristic methods. Exact methods, theoretically, have the capability to furnish
an optimal solution, i.e., they can produce a feasible solution that optimizes either the min-
imization or maximization of the objective function. Conversely, heuristic methods yield
feasible solutions without any assurance of optimality. The selection of a solution approach
heavily relies on the problem’s structure and the limitations imposed by the context. In
some cases, we might discover efficient exact algorithms suited for solving an optimization
problem. Alternatively, formulating the problem as a Mixed Integer Linear Programming
(MILP) model allows for its resolution via a MILP solver (e.g. Cplex, Gurobi, Xpress,
AMPL, OPL, etc.). These solvers employ general-purpose exact algorithms that theoreti-
cally ensure the attainment of the optimal solution. However, their downside lies in their
exponential computational complexity, potentially resulting in an exponential increase in
solving time relative to the problem’s size. Consequently, employing exact solution meth-
ods is not always feasible or appropriate basically due to two concurrent issues: the inner
complexity of the problem (e.g. NP-hard nature) and the time constraint for providing a
solution. In such scenarios, it becomes necessary to resort to methods that offer satisfac-
tory solutions within acceptable computational time frames, even if they cannot guarantee
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optimality. These circumstances call for the utilization of heuristic methods. In recent
times, considerable attention has been directed towards matheuristic methods, which com-
bine mathematical programming with general heuristic algorithms. The distinctive feature
of matheuristics lies in the central role occupied by the mathematical programming model,
forming the foundation of the overall heuristic design. Consequently, matheuristics do not
represent a rigid paradigm but rather a conceptual framework for devising heuristics that
maintain a mathematical core.

4.2 Application

We propose two procedures to solve the problem: an exact approach and a matheuristic.
The first approach, called the Lexicographic procedure, is based on the following logic. To
find a solution that minimizes material waste and, in the case of equal waste, minimizes
the number of violated soft precedence constraints, we first solve Model 1 and, then, we
solve Model 2 with v∗ held constant at the optimal value derived from Model 1. Both
Model 1 and Model 2 are solved using off-the-shelf MILP solvers. The second approach,
referred to as the Iterative procedure, operates on the concept of iteratively determining
the maximum position of items in the sheets’ sequence based on their soft precedence.
We group compulsory items according to their soft precedence into subsets Ik = {i ∈ Ic |
ρ̃i = k} ⊆ Ic, where k ranges from 1 to ρ̃max being the maximum soft precedence level.
Additionally, a new integer parameter δk is introduced for each k, denoting that items in Ik
must be placed in a sheet to be cut at a position less than or equal to δk. This parameter
is determined iteratively across the soft precedence values k = 1, . . . , ρ̃max. During each
iteration k, we solve Model 1 considering only compulsory items up to soft precedence k and
disregarding optional items. Starting from the second iteration, constraints are imposed to
define the maximum position in the sheets’ sequence for items up to soft precedence k− 1
through the equations:

(37)
∑

s∈{1,...,δk̄}

fis = 1 ∀i ∈ Ik̄, ∀k̄ = 1, . . . , k − 1.

The parameter δk at each iteration is set to the number of used sheets in the solution
derived from iteration k. These constraints ensure that higher soft precedence items are
positioned in initial sheets, allowing lower soft precedence items to be placed in subsequent
sheets or used to minimize waste in initial sheets, this time at the expense of precedence
violations. After fixing all δ-parameters, we solve Model 1 one last time, incorporating
optional items, by adding the following constraints:

(38)
∑

s∈{1,...,δk}

fis = 1 ∀i ∈ Ik, ∀k = 1, . . . , ρ̃max.

5 Computational Results

The proposed algorithms have been implemented using Python, and computational ex-
periments have been conducted to evaluate their performance in comparison to the opti-
mization procedure currently employed by the company. We conducted tests on a total
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of 64 instance classes, which differ from each other by the number of: sheet types (1 or
3), compulsory items (5, 10, 15 or 20), optional items (none or one third of the number of
compulsory items), items with required margin (none or all), or items with soft precedence
(none or all). These configurations align with the production requirements of certain clients
associated with the reference company, imparting practical relevance to the randomized
test instances. The results presented are based on a benchmark of 20 instances for each
class, summing up to a total of 1280 instances. These instances were solved on a machine
equipped with an Intel Core i7-8700 processor running at 3.2GHz and possessing 32GB of
RAM. CPLEX 12.8 was utilized as the MILP solver for these experiments. All procedures
were executed within a time limit of 600 seconds, balancing operational needs with the
time requirements of our methods.

Group Company Lexicographic Iterative
Err Time F S B Time F W S B Err

A 12.1 0.7 0.0 77.2 22.8 0.6 0.0 0.3 78.4 21.3 0.6
B 33.3 142.9 15.3 54.7 30.0 52.6 3.7 4.4 58.8 33.1 10.8
C 21.3 390.6 58.7 25.6 15.7 284.9 40.9 1.9 38.4 18.8 14.1
D 10.3 500.1 77.2 16.2 6.6 409.2 61.6 0.0 25.6 12.8 7.9

Total 19.3 258.6 37.8 43.4 18.8 186.9 26.6 1.6 50.3 21.5 8.4

Table 1: Computational results - instances grouped by size.

Table 1 reports a comparative analysis of the Company’s procedure, the Lexicographic
method, and the Iterative approach, grouped by the number of compulsory items (5, 10,
15, 20) within Group A, B, C, and D instances, respectively. The focus remains on waste
minimization, the primary objective of optimization. Columns within the table represent
investigated metrics: percentage error relative to the best waste obtained by any of the
three procedures (Err), runtime in seconds (Time), and, for our solving procedures, the
percentage of instances categorized by whether the procedure fails, i.e., it runs out of the
time limit before solving to optimality all the involved models (F ), provides worse (W ),
same (S ), or better (B) waste in comparison to the Company’s procedure. Comparing
with the Company’s approach, the exact Lexicographic procedure exhibits better results in
18.8% of instances. However, its extended execution times severely limit its applicability to
larger instances. Indeed, only around 23% of the largest instances (Group D) were solvable
within the time limit (resulting in a failure rate of 77.2%). Conversely, our proposed
Iterative matheuristic demonstrates lower failure rates, at the cost of an error margin with
respect to the the optimal or best-known waste. Nonetheless, the error remains limited
(14.1% in the most challenging group) and consistently lower than that of the Company’s
procedure. Furthermore, the Iterative procedure is still beneficial, with respect to the
Company’s one, in a comparable or even larger number of instances than the Lexicographic
procedure (see columns B). In conclusion, we have developed two algorithms tailored for
a real 2DBPP problem, integrating several practical attributes relevant to the sheet metal
industry. The first procedure yields exact solutions by solving a sequence of two MILP
formulations, valuable for benchmarking heuristic approaches, including the one currently
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adopted by the reference company. On the other hand, the second procedure employs soft-
precedence-guided decomposition to reduce runtime by iteratively solving smaller MILP
models. This matheuristic often yields improved solutions compared to the Company’s
approaches in waste minimization and precedence satisfaction. Additionally, it scales better
with instance size than the exact approach, presenting a promising integration into the
current fast heuristic algorithm adopted by the company. Future research will focus on
further reducing execution times and incorporating additional practical attributes.
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Groups and geometry: from algebraic varieties
to Galois representations and vice versa

Khai Hoan Nguyen Dang (∗)

Abstract. Since a very long time ago, there has been an effective approach to study geometry
via group theory. In this talk, we will focus on objects given by sets of solutions of a system
of polynomial equations, called algebraic varieties. Galois theory makes a bridge between the
geometry of algebraic varieties and group theory in terms of Galois representations. The talk will
survey some basic but still interesting aspects of these connections and provide several examples.
We will also provide a uniform way to investigate a certain class of algebraic varieties, named
Abelian varieties.

1 History: Erlangen Program

Our journey begins with the Erlangen Program, a
conceptual method in mathematics presented by Felix
Klein in the 1870s. The program is a framework for
studying geometries based on their underlying groups
of transformations, which are now known as the sym-
metries of the geometries. The mathematical repre-
sentation of the hierarchy of geometries took the form
of a hierarchy of these groups and their invariants.
The program is named after the University Erlangen-
Nürnberg, where Klein was affiliated. For instance,
the Euclidean group of symmetries preserves lengths,
angles, and areas, while the most general projective
transformations preserve only the incidence structure and the cross-ratio. By abstract-
ing the underlying groups of symmetries from the geometries, the relationships between
them could be reestablished at the group level. Felix Klein published it under the title
’Vergleichende Betrachtungen über neuere geometrische Forschungen’ [5].
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One of the program’s key insights is the move towards abstraction and generalization.
By focusing on the symmetries and invariants of geometric structures, Klein aimed to create
a more abstract and general understanding of mathematics. The program influenced nu-
merous mathematicians, including Bernhard Riemann, Henri Poincare, Herman Weyl, Elie
Cartan, and many others, and played a crucial role in shaping the development of modern
mathematics. The ideas of the Erlangen Program have had a significant impact beyond
geometry, influencing various branches of mathematics and even physics. For example,
Noether’s theorem, which establishes a fundamental connection between symmetries and
conservation laws in physics, was deeply influenced by Klein’s thought.

2 Algebraic Varieties

An algebraic variety is a geometric object defined by polynomial equations.

Figure 1: x2y − y3 − z2 = 0 Figure 2: x3 + y3 + z3 + w3 = 0

Fundamental objects in the study of algebraic varieties are elliptic curves, given by the
equation y2 = x3 + ax+ b with a, b ∈ Z.

Figure 3: xy2 = x3 − 4x+ 6 Figure 4: y2 = x3 − 7x+ 3

Abelian varieties are higher dimensional generalizations of elliptic curves. The following
property tells us the uniformization of Abelian varieties [12].

Proposition 1 Complex points of an abelian variety over C make the shape of a torus,
i.e., for any abelian variety A over C we have

A(C) ∼= Cg/Z2g
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Number theorists investigate the geometry of integral or rational points of algebraic vari-
eties. For a good reference, see [15].

Theorem 1 [Mordell-Weil Theorem] The group of rational points of an Abelian variety
A over Q is finitely generated, i.e.,

A(Q) = Zr × {torsion}

Example 1

(a) For A : y2 = x3 − 4x+ 6, we have r = 1 and the torsion is trivial.

(b) For A : y2 = x3 − 7x+ 3, we have r = 2 and the torsion is trivial.

The rank r of E is a mysterious object. It appears in the Birch and Swinnerton-Dyer
conjecture, one of the seven Millennium Prize Problems. However, we know well the
torsion part [11].

Theorem 2 [Mazur 1977] Let E/Q be an elliptic curve over rational numbers. The torsion
subgroup of E(Q) is isomorphic to one of the following

Z/nZ or Z/2Z⊕ Z/2mZ,

where n ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12} and m ∈ {1, 2, 3, 4}. In particular, |E(Q)tor| ≤ 16.

Now, let A be an abelian variety over a finite field Fp, the group A(Fp) is necessarily
finite [17].

Theorem 3 [Hasse-Weil Theorem] Let A be an abelian variety of dimension n over a
finite field Fp, then

(p+ 1− 2
√
p)n ≤ |A(Fp)| ≤ (p+ 1 + 2

√
p)n
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Figure 5: y2 = x3 − 4x+ 6 mod 11

An abelian variety is called good at a prime number p if it is still smooth after reducing
modulo p. Otherwise, we call it bad.

Proposition 2 [15] Let E/Q be an elliptic curve defined by y2 = x3 + ax+ b, and let p be
a prime that does not divide the discriminant ∆(E) = −16(4a3 + 27b2). Then E has good
reduction at p.

Example 2

(a) The elliptic curve A : y2 = x3 − 4x+ 6 has bad reduction at 197.

(b) The elliptic curve A : y2 = x3 − 7x+ 3 has good reduction at 197.

3 Galois Representations

Given a group G, we want to consider a linear space associated to G.

Definition 1 Let G be a topological group and V be a vector space over a topological field
k of dimension n. An n-dimensional representation of G is a continuous homomorphism
of groups

ρ : G! Aut(V ) ∼= GLn(k)

Example 3 Trivial representation: ρ(g) = 1 for all g ∈ G.

The goal of modern number theory is to understand Gal(Q/Q).

Remark 1

(a) Gal(Q/Q) is a profinite group.
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(b) There is no explicit description (in terms of generators and relations) known for
Gal(Q/Q).

To study Gal(Q/Q), people look at its representations.

Example 4 There is an 1-dimensional representation called cyclotomic representation

χp : Gal(Q/Q)! Z∗p

We construct χp as follows. For each n ≥ 1, let ζpn be a primitive pn-th root of unity and
let Kn = Q(ζpn) be the corresponding cylotomic extension of Q. We have

Gal(Kn/Q) ∼= (Z/pnZ)∗

Hence, for each n we can construct a representation

χp,n : Gal(Q/Q)! Gal(Kn/Q) ∼= (Z/pnZ)∗

which is compatible when n varies. Taking the inverse limit we obtain a representation

χp : Gal(Q/Q)! lim −
n

(Z/pnZ)∗ ∼= Z∗p

People look at Gal(Q/Q) with specific additional structures associated to the prime
numbers, i.e., for each p prime we consider p-adic numbers Qp and the embedding

Gal(Qp/Qp) ↪! Gal(Q/Q)

Proposition 3 Reduction modulo p gives rise to a surjective morphism Gal(Qp/Qp) �
Gal(Fp/Fp) Denote by Ip its kernel.

Definition 2 We call a representation unramified at p if ρ(Ip) = {1}.

4 Bridges Between Two Islands

4.1 Modularity Theorem

Perhaps the most famous breakthrough in the 20th century is the proof of Fermat’s last
theorem by Andrew Wiles [18]. It is based on the correspondence between elliptic curves
and modular forms by means of Galois representations.

Galois Representations

Elliptic Curves Modular Forms

The correspondence implies Fermat’s last theorem, one of the most notable theorems in
the history of mathematics.
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4.2 Faltings’ Theorem

Let A be an Abelian variety over a field K of characteristic 0 (e.g Q or Qp). Tate module
TpA characterizes p-power torsion points of the abelian variety, i.e., TpA is a set of sequences
(xn)n∈N such that xn ∈ ker(pn : A(K)! A(K)) and satisfy a compatible relation.

(a) Points of an Abelian variety A are inherited from the action of the absolute Galois
group Gal(K/K).

(b) Tate module is a Galois representation of Gal(K/K) of dimension 2g, where g is the
dimension of A.

A celebrated theorem due to Faltings roughly says that a morphism between two given
Abelian varieties can be determined by a morphism of corresponding Tate modules (up to
an isomorphism) [2].

Theorem 4 Let A and B be Abelian varieties over Q. Then for all prime p, we have an
isomorphism

HomQ(A,B)⊗ Zp ∼= HomGal(Q/Q)(TpA, TpB)

While the left-hand side captures the geometric properties of Abelian varieties (isoge-
nies), the right-hand side concerns Galois representations (Tate modules).

Furthermore, the Tate module can determine the type of reduction of an Abelian variety
[14].

Theorem 5 [Neron-Ogg-Shafarevich-Serre-Tate] The abelian variety is good at p if and
only if the Tate module T`A is unramified representation at ` for some ` 6= p.

When ` = p we replace the word unramified by crystalline, defined by Fontaine in the
80’s in p-adic Hodge theory [1].

Theorem 6 [Fontaine, Coleman-Iovita, Breuil] The abelian variety is good at p if and
only if the Tate module is crystalline.

5 Uniform Understanding of Geometry of Abelian Varieties

Mathematicians have been seeking a common property among objects.

(a) Uniformization theorem of Riemann surfaces: Every simply connected Riemann sur-
face is conformally equivalent to one of three Riemann surfaces: the open unit disk,
the complex plane, or the Riemann sphere.

(b) Belyi’s theorem: Every algebraic curve C defined over Q is uniformized by a finite
index subgroup of the modular group, i.e., there is a finite index subgroup Γ of
PSL2(Z) such that Γ\H ∼= X(C), where H is the complex upper half plane.
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Every abelian variety of dimension n over complex numbers is uniformized by a lattice of
rank 2n. The proof comes from the integration of a form ω ∈ H0(A,Ω1

A) along a class
γ ∈ H1(A(C),Z) which gives rise to a morphism

φ : H1(A(C),Z)! LieA⊗Q C

γ 7!

(
ω 7!

ˆ
γ
ω

)
It turns out that the map φ is injective, and its corkernel is precisely A(C), i.e.,

A(C) ∼= LieA⊗Q C
φ(H1(A(C),Z))

∼= Cg/Λ

Question 1 Do we have a similar uniformization for p-adic world?

The first answer to the uniformization question of abelian varieties over p-adic fields
was due to Tate [16], who invented a new theory over non-archimedean fields analogous to
complex analytic spaces called rigid analytic spaces. In his foundational work, he showed
that an elliptic curve with multiplicative reduction is uniformized as a rigid analytic space
C∗p/Z where Cp is an analogue of C in p-adic context. Notably, in the International Congress
of Mathematicians 1970, Raynaud [13] presented a program handling the case of abelian
varieties: the uniformizing space Cg has to be replaced by an extension G of an abelian
variety B (with good reduction) by a split affine torus T . The abelian variety A itself is a
rigid geometric quotient G/Γ where now Γ is a lattice in G of rank dimT .

Theorem 7 [Raynaud Uniformization] Abelian variety A over Qp = Quotient of semi-
abelian variety G (i.e. an extension of a torus by an abelian variety) by a lattice Γ

Γ

T G B

A

In 2003, Fontaine [4] showed that we can recover the Cp points of A from just torsion
points of A(K). Following Fontain’s program, Iovita, Morrow and Zaharescu [6] recently
investigated Fontaine’s integration [3] to provide a new type of p-adic uniformization of
abelian varieties with good reduction (i.e. when reducing mod p we still obtain a smooth
abelian variety), which resembles the classical complex uniformization.

Let A be an abelian variety over Qp with good reduction. Denote by Cp := Q̂p an
analogue of C in p-adic world. Let Cp(1) be Cp as a set, together with cyclotomic action
of Gal(Qp/Qp). Fontaine defined a p-adic integration map

φ : TpA! LieA⊗Qp Cp(1)
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Proposition 4 Under a mild condition, the Fontaine integration is an injection and its
cokernel captures p-torsion and non-torsion points of the Abelian variety.

Denote by
A(p)(Qp) = A(Qp)/Ap′−tor(Qp)

where Ap′−tor(Qp) is the prime-to-p torsion point of A(Qp).

Theorem 8 Under a mild condition, there is an injective Zp-linear homomorphism which
is Gal(Qp/Qp)-equivariant

ιA : A(p)(Qp) ↪!
LieA⊗Qp Cp(1)

TpA

We can describe the image of ιA as the class of crystalline elements of

LieA⊗Qp Cp(1)

TpA

Moreover, one can recover A(p)(Qp) from the triple(
TpA, Lie(A)⊗Qp Cp(1), φ : TpA ↪! Lie(A)⊗K Cp(1)

)

My doctoral thesis has investigated the p-adic uniformization of abelian varieties à la
Iovita-Morrow-Zaharescu in semi-stable reduction cases (i.e. when reducing modulo p we
get singularities). The main goal of my PhD work aims to develop a framework so that
the method in good reduction cases can work effectively to a larger extent.

To deal with the semi-stable case, I have made use of the logarithmic geometry, which
was initiated by Fontaine and Illusie in the 90s, and developed by Kato and others. Roughly
speaking, the bad variety becomes good after adding a suitable logarithmic structure. The
main contribution of my thesis is the notion of logarithmic Fontaine integration, which
can be seen as an extending Fontaine integration in the sense of Iovita et al in semi-stable
reduction cases.

Theorem 9 Let A be a semi-stable abelian variety over K. There exists a GK-equivariant
morphism called logarithmic Fontaine integration (also denoted by φ)

φ : TpA! Lie(A)⊗K Cp(1)

Under the hypothesis TpAIK = 0, the kernel of the logarithmic Fontaine integration is the
prime-to-p torsion points of A(K), denoted by Ap′-torsion(K).

Assume that TpAIK = 0, we obtain an inclusion called p-adic uniformization map

(1) ιA : A(p)(K) := A(K)/Ap′-torsion(K) ↪!
Lie(A)⊗K Cp(1)

φ(TpA)
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The image of ιA corresponds to semi-stable elements in Lie(A)⊗Cp(1)
φ(TpA) . Moreover, one can

recover A(p)(K) from the triple

(TpG, Lie(A)⊗K Cp(1), φ : TpG! Lie(A)⊗K Cp(1))

The main ingredient in our construction is the theory of logarithmic Abelian varieties
(à la Kato et al [7], [8], [9], [10]). The proof of the above theorem follows the strategy in [6].

Via the uniformization map, we can identify the p-divisible points on both sides, i.e.,

ιA(A(K)[p∞]) =
Lie(A)⊗K Cp(1)

φ(TpA)
[p∞]. This will shed a new light on the study of non-

torsion points of A(K) which are mapped to certain classes of semi-stable elements in
Lie(A)⊗K Cp(1)

φ(TpA)
.
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Wasserstein Generative Models
Amna Mohsin (∗)

Abstract. In these notes firstly, I will present an introduction about optimal transport. Nowadays
optimal transport importance extends to diverse domains, ranging from mathematics and com-
puter science to economics and image processing. Subsequently, I will talk about the Wasserstein
distance, particularly the W1 distance, which is a powerful metric for measuring the dissimilar-
ity between probability distributions and it provides a more stable and meaningful measure than
traditional metrics like the Kullback-Leibler divergence. This metric is used in particular within
generative models, which are modern deep learning techniques that may be used to generate ob-
jects such as images, text, or any other structure. I will introduce these models and explain their
application domain and discuss their properties, especially in relation to the limitation in their
use of the W1 distance. Then, I will talk about the main objective of the thesis, which builds
upon prior work which introduce a dynamics-based method that allows us to obtain very accurate
computations of the Wasserstein distance. The objective is to apply this method effectively within
generative models to overcome the limitations in the traditional methods used to compute the W1

distance, and how we expect this method to improve the models performances.

1 Optimal Transport

The optimal Transport problem was first introduced by Gaspard Monge in 1781, who
considered the problem of transporting some material from an initial to a final configuration
while minimizing the total transportation cost.

1.1 Monge Formulation

In the Monge formulation [16], the goal is to determine a transport map that minimizes the
total cost or distance of moving mass from the source distribution to the target distribution.
The transport map specifies how each point in the source distribution is mapped to a point
in the target distribution.

Mathematically, given two non-negative measures measures f+ and f− with equal
volume (we will denote with M+(X) the set of the non-negative measures defined on
a measure space X), the ambient spaces for the measures f+, f− are two complete and
separable spaces X and Y , but in most of the cases we will assume X = Y = Ω where Ω

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 13 December 2023.
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is an open, bounded, convex, and connected domain in Rd and with smooth boundary. A
map transport map T : X ! Y is called a transport map from f+ to f− if:

f− = T#f
+

The Monge formulation seeks to find a transport map T that minimizes the total trans-
portation cost, it is as follows:

Minimize:

(1) M(T ) =

ˆ
X
c(x, T (x)) df+(x)

among all transport maps T from f+ to f−. Here c(x, y) is the cost of moving a unit
of mass from point x to point y. In the original Monge problem the cost function was the
distance |x− y|.

Figure 1: Monge’s Optimal Transport Problem

Despite its historical significance, the Monge formulation can be ill-posed and the
optimal map may not exist. For example when f+ is a Dirac measure and f− is not, the
set of transport maps is empty since the image measure T#f

+ is atomic [16]. This has led
to the development of alternative formulations, such as Kantorovich formulation, which
relaxes some of the constraints and allows for multiple optimal transport plans.

1.2 Kantorovich formulation

After 150 years, Leonid Kantorovich revisited Monge’s problem from a different view point
[16]. He consider transport plans rather than transport maps. Given that πX and πY
are the projection maps on X and Y , respectively, we define the set of transport plans as
follow: A probability measure γ ∈M+(X ×Y ) is called a transport plan from f+ to f−

if:

(πX)#γ = f+, (πY )#γ = f−

i.e., the marginals of γ are f+ and f−.
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Denoting byAdm(f+, f−) the set of all transport plans from f+ to f−, the Kantorovich
formulation is the following:

Minimize:

(2) K(γ) =

ˆ
X×Y

c(x, y) dγ(x, y)

among all transport plans γ ∈ Adm(f+, f−) ⊂M+(X × Y ) from f+ to f−.
Kantorovich Formulation is now known as the Monge-Kantorovich problem.
One of the key advantages of the Kantorovich relaxed formulation is that, under mild

assumptions on the cost function c, it becomes relatively straightforward to establish the
existence of the optimal transport plan. As stated in the following theorem

Theorem 1 For any c : X × Y ! R lower semi-continuous, then Kantorovich problem
admits a solution γ∗ ∈ Adm(f+, f−).

The proof utilizes the direct method of the calculus of variations [14].

1.3 Kantorovich Dual Problem

The Kantorovich dual problem [14, 16] arises from the primal optimal transport problem,
and it can be stated as follows. Given any two non-negative finite measures f+ and f−

on X and Y satisfying f+(X) = f−(Y ), and given a cost function c : X × Y ! R. We
can define the set Lc to be the set of all measurable functions (u, v) ∈ L1( df+)×L1( df−)
satisfying

(3) u(x) + v(y) ≤ c(x, y)

The problem is then to find (u∗, v∗) ∈ Lc that solves the maximization problem

(4) sup
(u,v)∈Lc

I[u, v] :=

ˆ
X
u(x) df+(x) +

ˆ
Y
v(y) df−(y)

And we have the following duality theorem [16]:

Theorem 2 (Kantorovich Duality) Given two non-negative finite measures f+ and f−

on X and Y satisfying f+(X) = f−(Y ), and a lower semi-continuous cost function c :
X × Y ! R, the following equality holds

min
γ∈Adm(f+,f−)

K(γ) = max
(u,v)∈Lc

I[u, v]

We give the following definition that is necessary for the existence result below

Definition 1 Given a function χ : X ! R we define its c−transform χc : Y ! R by

χc(y) = inf
x∈X

c(x, y)− χ(x)
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We also define the c−transform of ζc : Y ! R by

ζc(x) = inf
y∈Y

c(x, y)− ζ(y)

We say a function v defined on Y is c−concave if there exists χ such that v = χc,
similarly, a function u on X is said to be c−concave if there is ζ such that u = ζc. And we
denote by c−conc(X) and c−conc(Y ) the sets of c− and c−concave functions, respectively
[14].

Remark 1 As we are interested in the case where c = d, it is worth to mention this
property about the c-transform of 1-Lipschitz functions, if f is 1-Lipschitz, then f c = −f
([15], sec. 5).

A consequence of these considerations is the following existence result.

Proposition 1 Assume that X, Y are compact and the function c is continuous then the
dual problem admits a solution pair (u∗, v∗) ∈ Lc with v∗ = (u∗)c ∈ c − conc(Y ). This
means that the dual problem can be rewritten as:

sup
u∈c−conc(X)

ˆ
X
u(x) df+(x) +

ˆ
Y

(uc) df−(y)

The function u∗ is called Kantorovich Potential.

1.4 Wasserstein Distance

TheWasserstein distance, also called Earth Mover’s Distance (EM) or Kantorovich-Rubinstein
distance, is a metric used to measure the difference between two probability distributions.
Unlike traditional metrics, such as the Euclidean distance or the Kullback-Leibler diver-
gence, it considers both distribution values and spatial relationships between elements.
This is valuable for comparing distributions representing mass, probability, etc. In the
context of optimal transport theory, it finds the most efficient way to transform one dis-
tribution into another while minimizing transportation cost. We mainly consider costs of
the form c(x, y) = |x− y|p in Ω ⊂ Rd.

Here we give the basic definitions of Wasserstein distances and spaces in Ω ⊂ Rd

[14]. When Ω is unbounded we need to restrict to the following set of probabilities, let
p ∈ [1,+∞) we denote by P(Ω) the set of probability measures on Ω

Pp(Ω) :=

{
µ ∈ P(Ω) :

ˆ
Ω
|x|p dµ < +∞

}
.

For f+, f− ∈ Pp(Ω), the Wasserstein metric is defined as follows:

(5) Wp(f
+, f−) := min

{ˆ
Ω×Ω
|x− y|p dγ : γ ∈ Adm(f+, f−)

} 1
p

,
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In this work we are interested in the case when c(x, y) = |x− y|, hence we have

(6) W1(f+, f−) := min

{ˆ
Ω×Ω
|x− y| dγ : γ ∈ Adm(f+, f−)

}

1.5 Monge-Kantorovich equations

Before we can dive into Monge Kantorovich equations, we need to define a quantity called
Optimal Transport Density. We give the definition as stated in [5].

Definition 2 (Optimal Transport Density) Consider Ω ⊂ Rd an open, bounded, connected,
and convex domain with smooth boundary. Take two nonnegative measures f+ and f− on
Ω such that df+(Ω) = df−(Ω). Given γ∗ ∈ Adm(f+, f−) a minimizer for the Kantorovich
Problem in (2) with cost c(x, y) = |x − y|, the Optimal Transport Density (OT density)
µ∗ ∈M+(Ω) associated to f+, f− is defined as

(7) 〈µ∗, φ〉 :=

ˆ
Ω×Ω

ˆ 1

0
|ω′x,y(t)|φ(ωx,y(t)) dt dγ(x, y) ∀φ ∈ C(Ω)

where
ωx,y(t) = (1− t)x+ ty.

In the following proposition we can see the importance of the OT density in the theory
of L1−OTP [4] (Optimal Transport proplem in the case c(x, y) = |x− y|).

Proposition 2 Consider Ω ⊂ Rd an open, bounded, connected, and convex domain with
smooth boundary. Take two nonnegative measures f+ and f− on Ω such that df+(Ω) =
df−(Ω). If f+ and f− admit Lp-densities with 1 ≤ p ≤ +∞, a solution v∗ of the Beckmann
Problem belongs to [Lp(Ω)]d and it can be written as

(8) v∗ = −µ∗∇u∗

where µ∗ is the OT density µ∗(f+, f−) and u∗ is a solution of the Dual Kantorovich Prob-
lem.

We now come to the most interesting finding of L1-OTP, which asserts that the optimal
transport density can be characterized by the a system of equations, known as the Monge-
Kantorovich equations (MK equations), see [4]. The authors illustrate that by examining
the p-Laplacian equation below, it is possible to construct a solution for the classical
Monge-Kantorovich problem

(9) −div(|Dup|p−2Dup) = f+ − f−

as p approaches infinity, the objective is to demonstrate the convergence of up towards u,
where u is a solution that satisfies

(10) |Du| ≤ 1, −div(aDu) = f+ − f−
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with a non-negative density a, the goal is to construct a flow by solving an ordinary
differential equation that incorporates a, Du, f+, and f−. So here comes the following
proposition of Monge-Kantorovich Equations

Proposition 3 (Monge-Kantorovich Equations) Consider Ω ⊂ Rd an open, bounded,
connected, and convex domain with smooth boundary. Take two nonnegative measures f+

and f− on Ω such that df+(Ω) = df−(Ω). Assume that f+ and f− admit Lp-densities.
The OT density µ∗(f+, f−) and Kantorovich potential u∗ solve the following equations

−div(µ∗∇u∗) = f in Ω(11)
|∇u∗| ≤ 1 in Ω(12)
|∇u∗| = 1 a.e. in µ∗ > 0(13)

with f = f+ − f−.

1.6 Dynamic Monge-Kantorovich

In [5, 6, 7], the authors developed a dynamic formulation of the Monge-Kantorovich equa-
tions which enables an efficient and accurate numerical solution of Optimal transport
problems. In particular, the DMK (Dynamic Monge-Kantorovich) equations are given as
follows:

Given a domain Ω ⊂ Rd, two positive functions f+ and f− in L1(Ω) such that´
Ω f

+dx =
´

Ω f
−dx, find the pair (µ, u) : [0,+∞)× Ω! R+ × R that satisfies:

− div(µ(t, x)∇u(t, x)) = f(x) = f+(x)− f−(x)

∂tµ(t, x) = µ(t, x) (|∇xu(t, x)| − 1)

µ(0, x) = µ0(x) > 0.

The infinite-time solution of this problem is conjectured to be exactly the solution pair
(µ∗, u∗) of the Monge-Kantorovich equations. In support of this conjecture, the authors
were able to show local existence and uniqueness of the solution of the related ODE in
Banach spaces [6].

Lyapunov-candidate An efficient numerical solver for the DMK is proposed in [7]. In
addition, the authors introduce a Lyapunov-candidate functional for the system above and
they were able to show that this functional admits the optimal transport density as a unique
minimizer and more important for us, this proposed Lyapunov-candidate functional can
be effectively used to calculate the Wasserstein-1 distance between two measures.

The Lyapunov-candidate functional L is formed by the sum of an energy functional Ef
and a mass functionalM and for general µ ∈ L1(Ω) and given by:

L(µ) := Ef (µ) +M(µ),

where

Ef (µ) := sup
φ∈C1(Ω)

ˆ
Ω

(
fφ− µ |∇φ|

2

2

)
dx M(µ) :=

1

2

ˆ
Ω
µdx.
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Now for a given µ we are interested in the following proposition proven in [7].

Proposition 4 Given f = f+ − f− ∈ L1(Ω) with zero mean, then the optimal transport
density µ∗(f) is a minimizer for L with value equal to the Wasserstein-1 distance between
f+ and f− (namely, L(µ∗) = W1(f+, f−)).

2 Generative Adversarial Networks

Generative Adversarial Networks (GANs) represent a revolutionary class of artificial in-
telligence algorithms that have taken the field of machine learning by storm. Introduced
by Ian Goodfellow and his colleagues in 2014 [8], GANs have demonstrated impressive
capabilities in generating realistic and diverse data, such as images, audio, and even text.

The GAN framework involves a dynamic interaction between the generator and dis-
criminator networks. The generator’s objective is to produce data instances that are indis-
tinguishable from real data, whereas the discriminator is responsible for identifying genuine
data from generated data. This process resembles a game between the two networks, where
the generator constantly improves its ability to produce realistic data in response to the
feedback provided by the discriminator. Over time, this iterative process ideally leads to
the generation of data that is so realistic that even the discriminator struggles to tell it
apart from real data. However, achieving this balance can be challenging and requires
careful tuning of hyperparameters, architecture, and training techniques.

GANs have been applied to a wide array of tasks with impressive results. As in many
different AI frameworks such as, photo realistic image generation [3], image-to-image trans-
lation [18], text-to-image translation [17], photo editing [13], super resolution [10], and
image inpainting [12].

Despite their remarkable capabilities, GANs do come with challenges such as training
instability and mode collapse, which we will be discussing in this section.

2.1 First introduction to GANs

In the paper [8], the authors investigate a specific scenario where the generative model
produces samples through a multilayer perceptron by introducing random noise. Likewise,
the discriminative model is constructed as a multilayer perceptron. In this particular
instance, both models can be trained exclusively using the well-established backpropagation
technique. Additionally, we can extract samples from the generative model using forward
propagation.

The adversarial game described above can be formulated mathematically by minimax
of a target function between the discriminator function D(x; θd) where D : Rd ! [0, 1]
is a differentiable function depends on parameters θd, D yields a single scalar output,
and the generator function G(z; θd) where G : Rd ! Rd is also a differentiable function.
D(x) signifies the likelihood that x originated from the data rather than pg. The training
involves maximizing D’s accuracy in labeling both training examples and samples from
G. Simultaneously, G is trained to minimize log(1 − D(G(z))). In order to grasp the
distribution pg of data x generated by the generator, we define a prior input noise variables
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pz(z). In [8] the target loss function is proposed to be:

(14) V (D,G) = Ex∼pdata logD(x) + Ez∼p(z) log(1−D(G(z))),

where Eµ(f) =
´
fdµ is the expectation functional of f with respect to the probability

measure µ. Hence, GANs solve the minimax problem:

(15) min
G

max
D

V (D,G) = min
G

max
D

{
Ex∼pdata logD(x) + Ez∼p(z) log(1−D(G(z)))

}
.

Now we address some theoretical results stated in [8], and, for more details for the
proofs, refer to their paper.

Proposition 5 For G fixed, the optimal discriminator D is

D∗G(x) =
pdata(x)

pdata(x) + pg(x)
.

Setting C(G) = maxD V (G,D), we have the following theorem.

Theorem 3 The global minimum of the virtual training criterion C(G) is achieved if and
only if pg = pdata. At that moment, C(G) attains a value of − log 4.

As in the proof of the above theorem, with simple calculations we get:

(16) C(G) = − log(4) + 2JSD(pdata|pg),

where JSD is the Jensen-Shannon divergence. Hence, GANs are actually minimizing the
Jensen-Shannon divergence between pdata and pg.

Once the optimization of G and D is completed, the generator G can be used to sample
objects by first sampling z according to the distribution of the input, and then computing
G(z).

2.2 Understanding GANs training dynamics

As we said earlier, GANs are still very difficult to train. In [1] authors focus on rigorous
examination of issues like instability, saturation during GANs training, and mode collapse
(it occurs when the generator of the GAN starts producing a limited set of very similar
or identical samples). As refer in the paper [8], when the discriminator gets better, the
updates to the generator get consistently worse. This situation can only occur when the
distributions are not continuous or possess separate supports. A potential reason for the
distributions lacking continuity is if their supports are lying on low-dimensional manifolds.

In theorem 2.1, 2.2 in [1], they prove that in both cases where the two distributions
have disjoint support and where their support lie on low-dimensional manifolds, then there
is a perfect discriminator which are smooth and constant almost everywhere (by perfect
discriminator, we mean pdata[D(x) = 1] = 1 and pg[D(x) = 0] = 1.
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The first issue that arise is that, as the discriminator gets better, the gradient of the
generator vanishes (as stated and proved in Theorem 2.4 in [1]. So, to prevent gradient
vanishing in situations where the discriminator is highly confident, a different gradient step
is used for the generator, as follow

∇θgEz∼p(z) [− logD(G(z))] .

Running experiments with this − logD cost function, authors observed that the gradi-
ent norms grow quickly (for details and proof see Theorem 2.6 in [1]).

The authors in [2] suggest to use and alternative divergence or distance for the GANs,
they chose to use Wasserstein distance (see (5)), and it was the first time to introduce
Wasserstein GANs (WGANs).

2.3 First introduction to WGANs

WGANs address the primary training challenges encountered in traditional GANs. Specif-
ically, when training WGANs, there is no need to carefully manage the balance between
training the discriminator and generator. Additionally, WGANs reduce the common issue
of mode collapse that is frequently observed in GANs. The provided example in [2] (Exam-
ple 1) demonstrates how seemingly straightforward sequences of probability distributions
converge when considering the Wasserstein distance, but fail to converge when using dif-
ferent distances and divergences (the comparison was between Wasserstein distance, Total
Variation distance, Kullback-Leibler divergence, and Jensen-Shannon divergence).

With mild conditions we can show that Wasserstein distance W (pdata, pθg) is a contin-
uous loss function on θg, which makes it much more sensible cost function for the GANs
problem than at least the Jensen-Shannon divergence, as we see in the following theorem,
but first we need to set the following assumption [2]

Assumption 1. Let g : Z ×R! X be locally Lipschitz between finite dimensional vector
spaces. We will denote gθ(z) it is evaluation on coordinates (z, θ). We say that g satisfies
Assumption 1 for a certain probability distribution p over Z if there are local Lipschitz
constants L(θ, z) such that

Ez∼p [L(θ, z)] < +∞.

Theorem 4 Consider a fixed distribution pr defined over the space X . Additionally, let
Z be a random variable, for example, following a Gaussian distribution, defined over a
separate space denoted as Z. We have a function g : Z × Rd ! X , which we will denote
as gθ(z), where z represents the first coordinate and θ the second. Let pθ represent the
distribution of the random variable gθ(Z). Then:

• If g is continuous in θ, so is W (pr, pθ).

• If g is locally Lipschitz and satisfies regularity Assumption 1, then W (pr, pθ) is con-
tinuous everywhere, and differentiable almost everywhere.
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• The statements above are false for the Jensen-Shannon divergence JS(pr, pθ) and all
the KLs

For more details see [2].
This makes Wasserstein distance to have nicer properties when optimized. Nonetheless,

finding the infimum in equation (6) poses a significant computational challenge. So let us
recall the Kantorovich-Rubinstein duality [15] (also see (4)).

(17) W1(pdata, pθg) = sup
||f ||L≤1

Ex∼pdata [f(x)]− Ex∼pθg [f(x)] .

Moreover, the topology induced by the Wasserstein distance is the weakest among the
other divergences and distances, giving it the edge for practical real-world applications.
We state the following theorem (detailed proof can be found in [2]).

Theorem 5 Let P denote a distribution defined on a compact space X , and let (Pn)n∈N

be a sequence of distributions on the same space X . Considering all limits as n approaches
infinity, the following statements hold:

(a) The following statements are equivalent:

• δ(Pn, P )! 0 with δ the total variation distance.

• JS(Pn, P )! 0 with JS the Jensen-Shannon divergence.

(b) The following statements are equivalent:

• W (Pn, P )! 0.

• Pn
D
−! P where D−! represent convergence in distribution for random variables

(c) KL(Pn||P )! 0 or KL(P ||Pn)! 0 imply the statement in (a).

(d) The statements in (a) imply the statements in (b).

We now address the following theorem which consider differentiating W1(pr, pθ) [2].

Theorem 6 Let pr be any distribution. Consider pθ as the distribution of gθ(Z), where
Z is a random variable with density p and gθ a function satisfying assumption 1. Then,
there is a solution f : X ! R to the problem

max
||f ||L≤1

Ex∼pr [f(x)]− Ex∼pθ [f(x)] ,

and we have
∇θW1(pr, pθ) = Ez∼p(z) [∇θf(gθ(z))]

when both terms are well-defined.
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Observe that when we substitute the condition ||f ||L ≤ 1 with ||f ||L ≤ K (K-Lipschitz
with a constant K), we obtain W1(pr, pθ) up to a multiplicative constant. Consequently,
if we work with a parametric set of functions {fw}w∈W that all satisfy the K-Lipschitz
condition for some K, we can work with the following problem:

(18) max
w∈W

Ex∼pr [fw(x)]− Ez∼p(z) [fw(gθ(z))] .

We call fw the ’critic’, it is an analogue to the discriminator in GANs. In order to maintain
parameters w lie in a compact space W and hence enforce the Lipschitz constraint, in [2]
they use weight clipping after each gradient update.

The very first benefit of WGANs is that it provides an estimate of EM that correlates
well with the quality of the generated samples. And the better the critic gets, the higher
quality the gradients we use to train the generator. So we no longer need to balance
generator and discriminator’s training [2].

2.4 Improving WGANs Training

The proposed WGAN represents a step towards achieving more stable GAN training.
However, it can encounter issues where it generates low-quality samples or struggles with
convergence. In [9] they have identified that these problems frequently arise from the em-
ployment of weight clipping in WGAN, which is employed to enforce a Lipschitz constraint
on the critic. The authors propose an alternative way to enforce the Lipschitz constraint,
which is through gradient penalty. A function is considered 1-Lipschitz if and only if its
gradients have a magnitude no greater than 1 everywhere. Therefore, they consider the
direct restriction of the gradient norm of the critic’s output with respect to its input. The
new objective functional as in [9] is

(19) L = Ex∼pg [f(x)]− Ex∼pr [f(x)] + λ Ez∼p(z)
[
(||∇zf(z)||2 − 1)2

]
where the first two terms is the original critic loss, and the last term is the gradient penalty.

The proposed approach offers an edge over weight clipping by enhancing both the
training speed and the quality of generated samples. And it preserves the property of
correlating the sample quality and the convergence toward a minimum.

2.5 How Accurately Do WGANs Approximate the Wasserstein Distance?

As we have seen, Wasserstein distance is expressed using Kantorovich duality as the dif-
ference between expected values of a potential function under real data and model distri-
butions. As mentioned in [11], this introduces at least three sources of errors in the ap-
proximation of the Wasserstein distance: the approximated discriminator and constraints,
the estimation of the expectation value, and the optimization. The authors consider the
c-transform formulation, which allows for more accurate estimation of the Wasserstein
distance. But the surprising finding in their research is that the approach that most ac-
curately approximates the Wasserstein distance does not yield the best looking images in
the generative setting.
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To describe the objective function in the c−transform technique of approximating the
Wasserstein distance, recall Definition 1, then we can compute the c−transform over the
minibatches as

(20) φcω(yi) ≈ φ̂cω(yi) = min
j
{c(xj , yi)− φω(xj)}

The objective is written as

(21) max
ω

{
1

N

N∑
i=1

φω(xi) +
1

N

N∑
i=1

φ̂cω(yi)

}

Authors in [11] runs many experiments, and the outcomes clearly demonstrate that,
at each iteration, the c−transform provides more accurate estimates of the Wasserstein
distances compared to gradient penalty or weight clipping methods. However, the resulting
images are blurry, whereas the highest-quality images are generated using the gradient
penalty method, while weight clipping has not yet reached a convergence.

The authors raises many questions upon the results they got. First, the question of
whether the precise Wasserstein-1 distance between batches is indeed the quantity that
should be considered in the context of generative modeling?

Furthermore, it is intriguing to observe how the gradient penalty method excels in the
generative scenario, despite its somewhat less precise approximation of the Wasserstein-1
distance, as indicated by their experiments. This raises the question of what attributes
make it such an effective objective in the generative context?

In our work we want to use the formula of calculating the Wasserstein-1 distance as in
Proposition 4, and see how it will impact the performance of WGANs.
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Double-negation in the foundation
of Constructive Mathematics

Pietro Sabelli (∗)

1 An introduction to Constructive Mathematics

An existential statement is a proposition asserting the existence of a mathematical object
satisfying some property. Consider for example the following.

Proposition 1 There exist two irrational numbers a and b, such that ab is rational.

We now give two different proofs of the above statement, one will be called classical,
and the other one constructive.

Proof (Classical). Consider
√

2
√

2, if it is rational then we are done by taking a = b =
√

2;

otherwise, take a =
√

2
√

2
, b =

√
2 and observe that ab = 2.

Proof (Constructive). Take a =
√

2, b = log2(9) and observe ab = 3.

Notice how, following the classical proof, we did not come to know an explicit pair of
rational numbers a, b with the desired property; we would if we were able to determine
if
√

2
√

2 is rational or not, but the proof is not informative about that. The constructive
proof, on the other hand, leave us without uncertainties.

As a first approximation, one could say that constructive mathematics, as opposed to
classical mathematics, is the mathematical discipline which regards as legitimate only the
following kind of proofs of existence.

Definition 1 [Constructive proof - first draft] A proof of an existential statement is
constructive if it explicitly exhibit the object with the desired properties specified by the
statement.

Already from this simple definition we could see how the field of constructive mathe-
matics focuses more on how we prove a statement, rather than its absolute truth. Proving
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a theorem constructively rather then classically can be radically harder. Consider the
following well-known example of a statement having a simple classical proof while being
constructively still an open problem.

Proposition 2 There exists a digit which occurs infinitely often in the decimal expansion
of π.

Proof (Classical). By contradiction, suppose that each digit occurs finitely many times,
then the decimal expansion would be finite, but it is not since π is irrational.

Notice again how, from the above proof, we still do not know which is the digit occuring
infinitely many times.

The next step consists of generalising Definition 1 to proofs of arbitrary statements.
We do so by introducing a new property, which is sometimes called effectiveness, they need
to satisfy in order to be considered constructive.

Definition 2 [Constructive proof - second draft] A proof is constructive if it enjoys a
computational interpretation, that is if we can interpret it as an algorithm to obtain the
data specified by the statement it proves.

The above definition is rather vague and philosophical. To make it more precise and apt
to (meta-)mathematical investigations, we refer to the semi-formal definition of construc-
tive proof known as the Brouwer-Heyting-Kolmogorov interpretation which, by treating
proofs themselves as mathematical objects (a common thing to do in logic), specifies what
is a constructive proof in predicate logic.

Definition 3 [Constructive proof - BHK Interpretation]

(a) a constructive proof of a conjunctive statement ϕ ∧ ψ consists of a pair of a proof of
ϕ and a proof of ψ.

(b) a constructive proof of a disjunctive statement ϕ ∨ ψ consists of either a proof of ϕ,
or one of ψ, and the choice must be explicit.

(c) a constructive proof of an implicative statement ϕ⇒ ψ consists of an algorithm that,
given as input a proof of ϕ, returns a proof of ψ as output.

(d) a constructive proof of a negated statement ¬ϕ consists of an algorithm that, given
as input a proof of ϕ, returns a proof of 0 = 1 as output.

(e) a constructive proof of an existential statement ∃x ∈ A.P (x) consists of a witness
a ∈ A and a proof of P (a);

(f) a constructive proof of a universal statement ∀x ∈ A.P (x) consists of an algorithm
that, given a ∈ A as input, returns a proof of P (a) as output.

Notice how point 5 actually generalises Definition 1 by requiring to exhibit a concrete
witness to an existential statement.
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Of course the specification above is still somewhat informal, mainly because it relies
on the philosophical notion of algorithm, and treats proofs as possible data that can be in
some way manipulated by them. We refer the interested reader to the Kleene interpretation
of constructive arithmetic [3] as a way of fully formally implement the above specifications
by encoding proofs as Turing machines. As far as we are concerned, it will be sufficient to
regard an algorithm as a series of instructions which can be implemented as a computer
program. The rest of this section is devoted to present examples of the BHK interpretation
which will hopefully help to develop intuition.

Example 1 Consider the following formulation of Euclid’s theorem on the infinity of
prime numbers.

∀n ∈ N ∃p ∈ N ( p prime ∧ p > n )

According to the BHK interpretation, a constructive proof of the above statement consists
of an algorithm that, given a natural number n, outputs another natural number p, which
is prime and greater than n.

We can thus phrase the original Euclid’s proof to show that is indeed constructively
valid.

Proof (Constructive). Given n, take as p an arbitrary prime factor (e.g. the smallest) of
(n! + 1).

In the next examples we will instantiate the following pattern. Given a set A and a
property P (x) on the elements of A, we will consider the statement for each element a ∈ A,
either P (a) holds or it does not.

∀a ∈ A (P (a) ∨ ¬P (a) )

Notice that in classical mathematics, the above kind of statements are trivially true.
However, to constructively prove them, we must provide an algorithm that, for each element
a ∈ A, decides whether or not P (a) holds. As the following two examples show this is not
always possible.

Example 2
∀n ∈ N (n is even ∨ n is odd )

A possible algorithm - that is a possible constructive proof - is the following: divide n
by 2 and check if there is a remainder.

The next example shows that the gap between classically proving a theorem and con-
structively proving the same theorem can be infinite, in the sense that there exist state-
ments which have a trivial classical proof, while being unprovable with constructive means.

Example 3
∀f : N! N (∃n ∈ N . f(n) = 0 ∨ ¬∃n ∈ N . f(n) = 0)

A constructive proof of the statement asks, according to the BHK interpretation, to
determine with an algorithm whether a given function f : N ! N has a root. But this is
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impossible, because there cannot exist an algorithm (think of it as a computer program)
which checks the infinitely many values which f may assume.

Be aware that the fact that a theorem is constructively unprovable does not mean that
it is constructively false (whatever it may mean).

The following example shows that an appropiate weakening of the previous example’s
statement is constructively provable.

Example 4

∀f : N! N ∀n ∈ N (∃m < n . f(m) = 0 ∨ ¬∃m < n . f(m) = 0)

It is constructive provable because this time we only need to check a fixed number, namely
n, of values of the function f , and this is something which can be easily implemented.

The last two examples are of particular importance, because their statements are clas-
sically equivalent, but constructively very different. The trick of changing a statement
into a classically equivalent one, but constructively weaker will be the guiding idea of the
double-negation translation.

We end this section by giving an example involving point 3 of Definition 3, which can
be a bit puzzling at first.

Example 5 Consider the ordinary proof of irrationality of
√

2.

¬∃a, b ∈ N .
√

2 =
a

b

Proof (Constructive). Suppose there exist natural numbers a and b such that
√

2 = a
b .

Then, a2 = 2b2. The prime factor 2 appears an even number of times on the left and an
odd number of times on the right. Then we can conclude 0 = 1 (mod 2), a contradiction.

It is a constructively valid proof of a negation which, from some data (namely the
numbers a, b with the fact that a/b =

√
2) performs an algorithmic manipulation of those

data in order to get a contradiction.

2 Foundations of Constructive Mathematics

A foundational system for mathematics (whether classical or constructive) should take care
of the formalisation of two broad areas: logic, that is how one reasons about mathematical
objects, and the nature of the mathematical objects themselves, which we should call for
historical reasons set theory.

Consider, for example, two famous foundational systems: Peano Arithmetic and Zermelo-
Fraenkel set theory. The first was designed as a foundational system for a circumscribed
mathematical field, namely arithmetic. The second is instead regarded as the current
standard for the foundation of all classical mathematics. Their respective set theories are
very different: Peano arithmetic limits to introduce the natural numbers, while Zermelo-
Fraenkel relies on the ductile notion of Cantorian set to encode every possible mathematical
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object. However, being both foundations for classical mathematics, although different in
scope, they have the same underlying logic, namely classical, predicate (also known as
first-order) logic.

We will see that, compared to the situation in classical mathematics, while in construc-
tive mathematics the task of formalising its logic was settled in the 30s, the search for a
general set-theoretic standard akin to Zermelo-Fraenkel for classical mathematics is still
ongoing.

In the following, we first introduce the reader to the particular version of logic, called
intuitionistic, which suits constructive mathematics and which became a solid standard,
so much so that constructive mathematics is often made to coincide just with the use of
intuitionistic logic. Later, we will overview various set-theoretic proposals for constructive
mathematics - particularly the Minimalist Foundation, researched by the Logic Group at
the University of Padova.

2.1 Intuitionistic logic

The principle of excluded middle goes back to Aristotle (4th century BC) and states that
either a proposition is true or its negation is true. In symbols

ϕ ∨ ¬ϕ

In the mathematical practice, the excluded middle allows to bifurcate a proof in two
paths without necessarily knowing which is the true one. Consider for example the classical
proof of Proposition 1, where we used the fact that either

√
2
√

2 ∈ Q or
√

2
√

2
/∈ Q, which

was indeed the source of its non-constructivity.
Intuitionistic logic is the logic that does not assume the principle of excluded middle

among its axioms, so that a simple equation holds

Classical logic = Intuitionistic logic + Excluded middle

or, equivalently,

Intuitionistic logic = Classical logic− Excluded middle

We will see that intuitionistic logic allows more nuanced distinctions in reasoning, and in
this sense we hope it could be of interest also for a classical mathematician.

Remark 1 A common pitfall when first reading about constructive mathematics is think-
ing that the excluded middle is false in intuitionistic logic. This is far from being true. To
see it, consider for example the following trivial statement

0 = 1 ∨ 0 6= 1

It is of course provable in constructive mathematics, because we can explicitly say which
of the two sides we are going to prove (the right hand side in this particular case).

What intuitionistic logic forces us to do is to prove the excluded middle each time we
need it, because we can never give it for granted.
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Simply removing one axiom from classical logic has an enormous impact on the flavour
of proofs we can write down. We analyze in detail one of the major consequences of
working without the excluded middle, namely the impossibility of performing proofs by
contradictions. First, we need to introduce another reasoning principle.

The law of double negation elimination asserts that if the negation of a proposition is
contradictory, then the proposition itself is true. In symbols

¬¬ϕ⇒ ϕ

In intuitionistic logic, the double negation elimination does not hold. In fact, intuitionistic
logic can prove that it is equivalent to the excluded middle.

(¬¬ϕ⇒ ϕ)⇔ (ϕ ∨ ¬ϕ)

Double negation elimination is always (tacitly) used in proofs by contradiction. In order
to see this, we need to carefully distinguish between two proof techniques, which are
often confused: the proof of a negation, which is constructively sound, and the proof by
contradiction, which is instead classical.

Proof of a negation. Suppose you want to prove a negated statement ¬ϕ. Then you
assume ϕ holds, you derive a contradiction from this fact, and you conclude ¬ϕ. This
is a perfectly valid constructive proof technique according to the BHK interpretation, as
reviewed also in Example 5.

Proof by contradiction. Suppose you want to prove an arbitrary statement ϕ. Then
you assume ¬ϕ holds, you derive a contradiction from this fact and, using the proof of
negation, you conclude ¬¬ϕ. Then you use the classical law of double negation elimination
and obtain ϕ. This is the kind of classical proof used in Example 2.

2.2 Constructive set-theories

We mentioned that classical mathematics enjoys a standard foundational theory, that is
Zermelo-Fraenkel axiomatic set theory and that the situation in constructive mathematics
is very different. Indeed, in the literature of constructive mathematics there are many foun-
dational theories with different scopes, philosophies, and techniques, and no one of them
has already reached the privileged status of “standard”. We list some of the most famous:

• Martin-Löf’s type theory [6]

• The constructive version of Zermelo-Fraenkel set theory [1]

• The internal language of a Topos [4]

• The Calculus of Constructions [2]

• Homotopy Type Theory [7]

Università di Padova – Dipartimento di Matematica 56



Seminario Dottorato 2023/24

What is worst is that most of the time, the above foundations are mutually incompatible,
in the sense that principles or axioms used by one theory cannot be exported in another
theory without generating contradictions. This is reflected by the fact that if you want
to prove a theorem in “constructive mathematics”, it is not enough to pick your favourite
foundational system in the list above and prove it in there, because no one guarantees you
that the same proof can be adapted to work also for the other systems.

To rectify this situation Maria Emilia Maietti and Giovanni Sambin designed the Min-
imalist Foundation [5], a foundational system to be regarded as a common core between
all the most relevant foundations for constructive mathematics. The main property of the
Minimalist Foundation is its compatibility, which can be intuitively expressed by saying
that theorems and proofs written in the Minimalist Foundation can be exported soundly
in any other foundations. My research focuses in particular in investigating the meta-
mathematical properties of the Minimalist Foundation, such as the one discussed in the
next section.

3 Double-Negation Interpretation

Recall that in Example 4 we reformulated a constructively unprovable statement into a clas-
sically equivalent one, and then showed it was constructively provable. In this section we
will present a simple way of mechanically extending this process to an arbitrary formula.
This translation is called double-negation and sends each formula ϕ into a formula ϕN such
that:

(a) ϕN is classically equivalent to ϕ;

(b) ϕ is classically provable if and only if ϕN is intuitionistically provable.

The idea of the translation stems from the following observation. In the previous section
we saw that intuitionistic logic does not assume neither the double negation elimination
nor the excluded middle. However, intuitionistically, we can refute the negation of the
excluded middle, that is we can prove

¬¬(ϕ ∨ ¬ϕ)

which, by double negation elimination, is of course classically equivalent to the excluded
middle. The idea is then to insert a double negation ¬¬ in front of any disjunction, and any
existential quantifier appearing in ϕ. Formally, restricting to the case of Peano Arithmetic,
the translation is defined recursively on the formula complexity in the following way.

(a = b)N := a = b

(ϕ ∧ ψ)N := ϕN ∧ ψN

(ϕ⇒ ψ)N := ϕN ⇒ ψN

(¬ϕ)N := ¬ϕN
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(ϕ ∨ ψ)N := ¬¬(ϕN ∨ ψN )

((∃x ∈ A)ϕ)N := ¬¬(∃x ∈ A)ϕN

((∀x ∈ A)ϕ)N := (∀x ∈ A)ϕN

Example 6 The proposition

ϕ ≡ ∀x ∈ N (x = n ∨ ∃y ∈ N . x = y + 1)

is translated to
ϕN ≡ ∀x ∈ N .¬¬(x = n ∨ ¬¬∃y ∈ N . x = y + 1)

In particular, the double-negation interpretation has been succesfully exploited by
Gödel to show the equiconsistency of Peano Arithmetic with its constructive counter-
part, the so-called Heyting Arithmetic. In a sense, this result shows that, from a classical
perspective, every theorem of arithmetic can be proved constructively, using an equivalent
formulation of its statement.

3.1 Double negation translation for set theory

The double-negation interpretation in the case of Arithmetics (where the only set is N),
only accounts for the translation of logical connectives. Our work extended the translation
to a whole set theory, namely that of the Minimalist Foundation. In order to take care of
this additional complexity, we must perform the translation also inside sets, when these
involve some propositions. Consider the following example.

Example 7 The set defined by comprehension

A = {f ∈ N! N | ∃x ∈ N . f(x) = 0}

is translated to
AN = {f ∈ N! N | ¬¬∃x ∈ N . f(x) = 0}

Our fundamental result, which extend the one by Gödel on Peano Arithmetic, is then
the following.

Theorem 1 If p is a classical proofs of a theorem ϕ in the Minimalist Foundation, then
there exists a constructive proof pN of the (classically equivalent) theorem ϕN .
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Digital twins: a general overview
and the application to bread baking

Laura Rinaldi (∗)

Abstract. A digital twin is composed of two existing systems: the tangible system of physical
reality and its virtual and numerical replica which is enabled by real data and underlying models
through the use of digital technologies. The presence of digital twins is motivated by the necessity
of obtaining some information about the real system questioning the virtual one by a non-intrusive
manner. Such technology helps us to monitor the real system, to carry out maintenance tasks or
optimize some process. Here I will present an industrial application which consists in the building
of an embedded digital twin of the bread baking process to the end of monitoring the energy
consumption to avoid waste.

1 General overview

Industry 4.0 is the term used to describe the fourth industrial revolution, which involves
the integration of digital technologies such as IoT, cloud computing, analytics, AI, and
machine learning into the manufacturing sector. A main target of Industry 4.0 is to in-
crease productivity and efficiency across the value chain and enable the customization and
optimization of products and services. One of the main concept of the fourth industrial
revolution is the digital twin (DT) that helps to build a bridge between the physical
and the digital world and becomes a fundamental component to make decisions, check the
status, modify the behavior and perform predictions.

A DT is classically defined as the virtual replica of a real-world product, system, being,
communities, even cities that are continuously updated with data from its physical coun-
terpart [5]. The first known definition, that follows, was presented by NASA for reflecting
the life of an air vehicle. The actual term digital twin was coined by Grieves [3] and Tuegel
[7] in 2011 and further developed in Grieves’ consecutive works [4].

Definition 1 The digital twin is an integrated multi-physics, multi-scale, probabilis-
tic simulation of a complex product and uses the best available physical models, sensor
updates, etc., to mirror the life of its corresponding twin.

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
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Since DT is an inter-disciplinary subject there is a no-unique definition, because it
depends on the scientific area and on the purpose. In fact, digital twin integrates all data
models and other information of the physical object generated along its life cycle for a
dedicated goal.

Definition 2 The digital twin is a digital representation of a physical item or assembly
using integrated simulations and service data, holding information from multiple sources
across the product life cycle.

Nevertheless all the definitions are representative and useful to develop a general idea.
DT can be applied in different situations and the aim is to describe all the product life cycle
phases, from its design and prototyping to its disposal. The previous definitions highlight
that the main objective is reflecting the life cycle of any element, product, or system that
works as its physical twin. Grieves and Vickers [4] described the difference between the
following concepts:

• Digital Twin Prototype: describes the prototypical physical artifact. It contains
the informational sets necessary to describe and produce a physical version that
duplicates or twins the virtual version.

• Digital Twin Instance: describes a specific corresponding physical product that an
individual digital twin remains linked to throughout the life of that physical product.

• Digital Twin Environment: a multi-domain physics application space for operating
on digital twins.

Moreover, a digital twin is made-up of two existing systems:

(a) The tangible system of real physics;

(b) Its virtual replica which is enabled by real data and underlying models through the
use of digital technologies.

The physical object in the physical world and the digital object in the digital world have
to be connected between each other. The connection is given by data from the real system
to virtual one and information that you can achieve, with indirect measurements, from the
digital replica. Especially the physical world is composed of two main elements:

(a) Devices: the physical twins from which DTs are intended to be created;

(b) Sensors: elements physically connected to devices from which one could get data and
information.

The digital world is instead composed of two main elements:

(a) The virtual environmental platform to construct a 3-dimensional digital model;

(b) DT which mirrors the reality and allows multiple operations.
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Finally the connections between the two depend on the choice of each author and on the
scope to which the DT is created for.

Many times in real-world application we often deal with limited knowledge of a system,
due to the practical inaccessibility of the physical domain, of some variables or parameters.
Such data inaccessibility could be due to a costly or impractical physical measurements
instruments, or because the measurement procedure is destructive with respect the real
system, therefore the need of having virtual alternatives. Thus the presence of DTs is moti-
vated by the necessity of obtaining some information about the real system by questioning
the virtual one with a non-intrusive manner.

A mathematical model give us a whole and detailed perspective of the system to mon-
itor the reality through soft sensors and indirect measures by estimating the quantity of
our interest. Such technology helps us to control the real system, to carry out maintenance
tasks or to optimize some process but also, to avoid some failure or even to preform pre-
dictions. The objective is to have a digital representation suited to the purpose in terms
of level of detail, completeness, accuracy and execution speed [11].

It is possible to divided the application of DTs in the three main types [6]:

(a) Plain gadget models which includes two sets of data: data-information obtained by
sensors and the set of expectation values that want to be obtained by the gadget;

(b) Embedded DTs, where the interaction among the real and digital world happens in
a bidirectional way;

(c) Networked twins, where different embedded DTs are connected between each other
and communicate.

In the following sections we will work with embedded digital twin [11] i.e. the vir-
tual representation of physical systems that run in embedded systems which have sensors
and actuators to interact with the real world.

In general, sensors are technical devices that monitor their environment and continu-
ously produce signals at a regular frequency. A physical sensor is a sensor that reacts to
a physical stimulus and transmits a resulting impulse – typically through electrical sig-
nals that can be captured and stored in digital form. In contrast to physical sensors, a
so-called virtual sensor is a pure software sensor which autonomously produces signals by
combining and aggregating signals that it receives (synchronously or asynchronously) from
physical or other virtual sensors [8]. Virtual sensors are useful to enrich available informa-
tion about physical variables and parameters that cannot be provided by direct physical
measurements.

Virtual sensing proves to be highly relevant when on-site measurement of the variable
of interest is not feasible due to non-accessible locations, cost or the fact that introducing
sensors would distort the system under test.
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Definition 3 (Soft-sensor) Soft sensors are algorithms that process the available data to
estimate these lacking measurements.

In the perspective of using these algorithms within the DTs one could think to take
advantage of the mathematical description of the model that is the foundation of a DT,
thus:

Definition 4 (Physics-aware soft-sensor [1]) Physics-aware soft-sensors are algorithms
that performs an indirect measurement by exploiting a physical-mathematical model
plus a possible data-driven extension, used within an estimation algorithm.

Following the analysis in [6] nowadays the DTs are involved in may fields, in particular
the aeronautics and space area (69%) used to monitor the operation of a system and the
reliability of the created model, in manufacturing area (19%) used to monitor the life cycle
of a system and to optimize its design, and in the informatics area (4%) for IoT life cycle
management, thus to create control architectures based on this technology. Using and
improving today the DTs could have a great impact since this technology helps us to save
resources, money and processing time.

Even if there is not a generic way to build an embedded digital twin we select and
identify these main tasks to perform:

1 Construct a numerical model which simulates the physical process and governed
by physical laws;

2 Define inverse problems, based on the previous numerical model, to set parameters;

3 Define an algorithm to capture the information which you are interested in.

The inverse problem allows to continuously calibrate the parameters which ensures that
the digital twin is always updated with respect to its real counterpart. The simulations
obtained by the numerical model could be computationally expensive or take a lot of
time to give a feedback to the user. To overcame such possible issue it is necessary a
surrogate model of reduced order which is based on the numerical one and that can bring
the simulations to run online with the real process in embedded system. Producing reduced
order models, reduces the complexity and makes affordable the execution performance.

2 Classical approximation strategies

For definiteness, we will employ a common geometrical setting throughout the whole sec-
tion. We consider a general domain Ω in R3 and we identify its boundary as ∂Ω, moreover,
we introduce a final time τ > 0 and we consider evolution of equations on the time interval
[0, τ ] written in the following way

(1)
∂u

∂t
−∆u = f in Ω,

where f = f(x) is a given function and the symbol ∆ denotes the Laplacian operator. To
approximate the weak formulation of the previous diffusion problem for u using the finite
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element method FEM we follow the well known theory [10], thus for each t > 0 we seek
u(t) ∈ V such that

(2)
ˆ

Ω

∂u(t)

∂t
vdΩ + a(u(t), v) =

ˆ
Ω
f(t) vdΩ ∀v ∈ V

where V being an appropriate Hilbert space, subspace of H1(Ω), u(0) = u0 and a( · , · ) is
the bilinear form associated to the elliptic operator. A sufficient condition for the existence
and uniqueness of the solution to problem (2) is that the following hypotheses hold: the
bilinear form a(·, ·) is continuous and weakly coercive, that is

(3) ∃λ ≥ 0,∃α > 0 : a(v, v) + λ||v||2L2(Ω) ≥ α||v||2V ∀v ∈ V,

yielding for λ = 0 the standard definition of coercivity. Moreover, we require u0 ∈ L2(Ω)
and f ∈ L2(Q). We now consider the Galerkin approximation of problem (2): for each
t > 0, find uh(t) ∈ Vh such that

(4)
ˆ

Ω

∂uh(t)

∂t
vhdΩ + a(uh(t), vh) =

ˆ
Ω
f(t) vhdΩ ∀vh ∈ Vh

with uh(0) = u0h , where Vh ⊂ V is a suitable space of finite dimension and u0h is a
convenient approximation of u0 in the space Vh. Such problem is called semi-discretization
of (2), as the temporal variable has not yet been discretized. To provide an algebraic
interpretation of the discretization we introduce a basis φj for Vh and we observe that it
suffices that the dicretization is verified for the basis functions in order to be satisfied by all
the functions of the subspace. Moreover, since for each t > 0 the solution to the Galerkin
problem belongs to the subspace as well, we will have

uh(x, t) =

Nh∑
j=1

uj(t)φj(x),

where the coefficients uj(t) represent the unknowns of problem. Denoting by u̇j(t) the
derivatives of the function uj(t) with respect to time, thus

(5)
ˆ

Ω

Nh∑
j=1

u̇j(t)φj(x) φi(x)dΩ + a(

Nh∑
j=1

uj(t)φj(x)φi(x)) =

ˆ
Ω

f(t) φi(x)dΩ ∀i = 1, 2, . . . , Nh,

that is

(6)
Nh∑
j=1

u̇j(t)

ˆ
Ω

φj(x) φi(x)dΩ +

Nh∑
j=1

uj(t)a(φj(x)φi(x)) =

ˆ
Ω

f(t) φi(x)dΩ ∀i = 1, 2, . . . , Nh,

that in matrix form reads as

(7) M u̇(t) +Au(t) = f(t),

where u(t) = (u1(t), u2(t), ..., uNh(t))T is the vector of unknowns.
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Let take the real positive parameter ∆t = tk+1−tk, k = 0, 1, . . . , denotes the discretiza-
tion step, while the superscript k indicates that the quantity under consideration refers to
the time tk. Therefore in a general setting as the previous in (7) the forward Euler (or
explicit Euler) method works as

(8) M
uk+1 − uk

∆t
+Auk = fk,

the backward Euler (or implicit Euler) method works as

(9) M
uk+1 − uk

∆t
+Auk+1 = fk+1,

instead the semi-implicit Euler works as

(10) M
uk+1 − uk

∆t
+Auk+1 = fk.

3 Industrial application

For definiteness, we will employ a common geometrical setting throughout the whole sec-
tion. We consider two domains Ωb and Ωt in R3 which represent the region of the bread
dough and of the tray respectively. With these provisions, we can identify their two bound-
aries as ∂Ωb and ∂Ωt, with the following properties that ∂Ωb = Γ1 ∪ Γ2, Γ1 ∩ Γ2 = ∅ and
∂Ωt = Γt1 ∪ Γt2 , Γt1 ∩ Γt2 = ∅ where Γ2 and Γt2 are the regions of boundary in which the
bread and the tray are in contact instead Γ1 and Γt1 are the regions of boundary in which
they are not i.e. the regions where the dough and the tray are in contact with the air
contained in the oven respectively. The importance of defining boundaries explicit lies in
the fact that we have to manage heat exchanged, e.g. by conduction, between the elements
involved during baking or the energy lost by bread for evaporation and boil phenomena.
Moreover, we introduce a final time τ > 0 and we set differential equations on the time
interval [0, τ ].

This industrial application consists in constructing the digital twin of the baking process
to end of monitoring the energy consumption. To do so we have to define a numerical model
which describes the physical system governed by differential equations, and to construct
two algorithms: one for parameters identification and the other for energy estimation. The
subject of the study is a bread dough made of a certain quantity of water, flour and yeasts,
contained in a steel baking tray which, in the baking process, is put in a hot oven. In the
following the differential equation considered for the numerical model.

• The dough is treated as a hyperelastic material so, under the action of its weight, it
has an elastic behavior and it is subject to a deformation then, thanks to the yeasts
presence, there will be a positive volume expansion.

(11) E(u) =

ˆ
Ω

µ

2
(trC− 3 3

√
J2
ref ) +

λ

2
(log(J)− log(Jref ))2dX −

ˆ
Ω
B · udX

Thus the elasticity equation is δE(u) = 0.
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• During the cooking process the temperature of the dough changes following the heat
equation, where the boundary conditions describe the energy interactions between
the paste with the baking tray or the oven, and considering the heat lost, by the
dough, for the evaporation or the boil phenomena.

ˆ
Ω
ρ cp J

∂θ

∂t
θ̃dX +

ˆ
Ω

(k J C−1∇Xθ) · (∇X θ̃)dX =

= Wo−!d +Wbt−!d +Wloss(12)

• The temperature of the steel baking tray also evolves when we put into the oven.
ˆ

Ωbt

ρbt cbt
∂θbt
∂t

θ̃btdX +

ˆ
Ωbt

(kbt∇Xθbt) · (∇X θ̃bt)dX =

= Wo−!bt +Wd−!bt(13)

• Due to the evaporation and the boiling phenomena the water quantity, contained in
the paste, decreases and has a diffusive evolution.

ˆ
Ω
J
∂ρm
∂t

ρ̃mdX +

ˆ
Ω

(β J C−1∇Xρm) · (∇X ρ̃m)dX = Mloss(14)

• The concentration of yeast, uniformly distributed in the paste, evolves in time, ac-
cording to temperature reached by the loaf.

(15)

{
d
dtY = Ky(θ)Y =⇒ Y (t) = exp( Ky(θ) t)Y0

Y (0) = Y0

where Ky is the growth rate function modeled as a cubic with two zeros in 0◦C and
in the yeast death temperature θy

Ky(θ) = ycost
27 θ2(θy − θ)

4 θ3
y

.

• The metabolism of the yeasts implies a CO2 production and diffusion in the paste.
ˆ

Ω
J
∂D

∂t
D̃dX +

ˆ
Ω

(βco2 J C−1∇XD) · (∇XD̃)dX =

ˆ
Ω
f(θ) Y D̃dX(16)

where the CO2 production rate f(θ) is modeled as follows

(17) f(θ) = max
{
−Dco2

(θ − 20)(θ − 60)

400
, 0
}
,

with Dco2 the concentration of CO2 with respect to the concentration of yeasts per
second.

Università di Padova – Dipartimento di Matematica 66



Seminario Dottorato 2023/24

• The rate of CO2 involves a volume expansion because of the proving of the bread
under specific conditions on temperature and moisture. We approximate the volume
such that it is directly proportional to the temperature with an empirical coefficient
of linearity which depends on the the number of moles. From the ideal gasses law
we compute the volume of the CO2 gas bubbles considering the number of moles
contained in a gram of CO2 that is

PV = nmolRθ, V =
nmolRθ

P
.(18)

The elastic stiffness are update according to the CO2 quantity, so the elasticity equa-
tion is rerun to obtain the volume expansion which simulate the leavening.

The partial differential equations that describe the heat exchanges and the evolution of
moisture, yeast and carbon dioxide are coupled with the quasi-static evolution of the grow-
ing elastic dough.

In order to approach the numerical model we construct the two geometries, related
with the two domains of integration (the bread dough and the baking tray) and define the
meshes.

Space of functions Meshes Functions approximated
Vh is a Vector Function Space of P1 bread Placement u.
Wh is a Function Space of P2 bread Temperature of the dough θb, density

ρ, moisture ρm, yeasts rate Y and CO2
concentration D.

Uh is a Function Space of P1 tray Temperature of the baking tray θt.

The spaces of finite elements are defined to the end of approximating functions with
polynomials therefore to obtain the spatial discretization of the model instead, for the time
discretization, a semi-implicit Euler method is used to deal with the coupling among the
different equations.

The numerical model is implemented using the Python library FEniCSx and the results
of the simulations are graphically analyzed with the software ParaView.

The results of the simulation provide a starting point for setting up suitable parameter-
identification procedures on which we are focusing our attention. In particular the work
presented in [2] is preparatory to estimate the CO2 production during the leavening process.

In our work we presented a general observation on how to replace changes of material
properties in limited regions within a domain with fictitious forcing terms in initial- and
boundary-value problems associated with wave propagation and diffusion.

Then, by considering a paradigmatic heat conduction problem on a domain with a
cavity, we proved that the presence of the void can be replaced by a fictitious heat source
with support contained within the cavity.
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Introducing the constant mass density ρ > 0, specific heat c > 0, and thermal con-
ductivity k > 0, we can write the heat conduction problem for the temperature field
θ : ΩD × [0, τ ]! R as

(19)


ρc∂tθ = k∆θ on ΩD × [0, τ ],

k∇θ · n = g on ∂ΩB × [0, τ ],

k∇θ · n = 0 on ∂ΩC × [0, τ ],

θ(0, ·) = θ0(·) on ΩD,

where n is the unit outer normal to ∂ΩD, g is a prescribed (space- and time-dependent)
heat flux on the external boundary, and θ0 is the initial temperature field. For the sake of
simplicity we assume a vanishing heat flux across the internal boundary ∂ΩC .

Our goal is now to prove that there exists a second differential problem, stated on the
filled domain ΩB, the solution of which is a temperature field θ̃ : ΩB× [0, τ ]! R such that
θ̃ = θ on ΩD × [0, τ ]. This problem takes the form

(20)


ρc∂tθ̃ = k∆θ̃ + f on ΩB × [0, τ ],

k∇θ̃ · n = g on ∂ΩB × [0, τ ],

θ̃(0, ·) = θ̃0(·) on ΩB,

where the initial condition θ̃0 coincides with θ0 on ΩD and f : ΩB× [0, τ ]! R is a fictitious
heat source.

Theorem 5 Given a solution θ of the differential problem (19) with smooth boundary data
g and initial condition θ0, there exists a fictitious source field f such that:

(i) the solution θ̃ of the differential problem (20) coincides with θ on ΩD × [0, τ ];

(ii) f = 0 in the physical domain ΩD × [0, τ ].

We illustrated this fact in a situation where the source term can be analytically recov-
ered from the values of the temperature and heat flux at the boundary of the cavity.

Our result provided a strategy to map the nonlinear geometric inverse problem of void
identification into a more manageable one, that involves the identification of forcing terms
given the knowledge of external boundary data. To set the stage for a systematic study of
the inverse problem, we presented algebraic reconstructions, based on a finite-element dis-
cretization of the domain, that give an approximation of the fictitious source from different
sets of temperature measurements. We showed how the accuracy of the reconstruction is
reflected on the void identification.

Simulation of Embedded DT demands new numerical models and algorithms with re-
spect to the virtual prototype because of restricted resources of the embedded systems.
The model complexity must be in general substantially smaller than the one of the virtual
replica. A surrogate model has the following main characteristics:
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• replicates the physical behavior, so mimics the behavior of the simulations as closely
as possible,

• is computationally cheaper,

• needs few data as input.

The technical features of such surrogate model allows to run the DT in embedded system.
The presence of a surrogate model is motivated by the fact that it has to run online with
the real process which is a main target of digital twin for Industry 4.0.

The ongoing development of microprocessors and network technologies allows the con-
nection in real time between real and digital systems, in fact the simultaneity is the key to
retrieve or get the information on which you are interested in, through indirect measure-
ments and to use it to perform online tasks on the real system.

Therefore we are working on the building of such surrogate model or reduced order
model, based on the numerical one, by using machine learning technique. Especially we
focus our attention on the procedure presented in the article [9] by developing Physical
Informed Neural Networks (PINNs), which are neural networks that embed in their formu-
lation the physical knowledge coming from the partial differential equations of the model
and exploiting the weak formulation of these PDEs.

Conclusions

The challenges in the industrial practice today can be deal with using DTs. With the
support of such techniques, the modern industry brings a wide range of online tasks useful
to take decisions, to develop architectures, to predict behavior or detect failure. It can be
expected that with the rising awareness regarding the economic benefits of adopting DT
technology, it will act as the backbone in the Industry 4.0.

There is no turning back from such a trend!
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PDE’s and Conservation Laws:
from the basics to current research

Luca Talamini (∗)

Abstract. In the first part of this short note we introduce the reader to the general theory of scalar
conservation laws. After reviewing some classical theorems, we delve into some more recent results
obtained in [AMT24].

1 Scalar conservation laws

A scalar conservation law in d dimensions is a partial differential equation for a function
y 7! u(y) ∈ R, where y ∈ Ω ⊂ Rd, of the form

(1.1) div g(u) = 0 in D ′y.

Here g : R! Rd is a given possibly non-linear smooth function

g(u) = (g1(u), . . . , gd(u)).

Time dependent versions of (1.1) can be obtained by factorizing Rd = Rt × Rnx, d = n+ 1,
and choosing g1(u) = u:

(1.2) ∂tu(t, x) + divx f(u(t, x)) = 0 in D ′t,x.

Here divx stands for the divergence with respect to the space variables only. In the following
we will mainly deal with the evolutionary version (1.2).

The Cauchy problem for a scalar conservation law arises when one couples equation
(1.2) with an initial condition u0(x) on the hyperplane {t = 0}:

(1.3) u(0, x) = u0(x), ∀ x ∈ Rn, u0 ∈ L∞(Rn).

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 31 January 2024.
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Method of characteristic and singularity formation

In presence of a solution u(t, x) of class C 1, defined on some strip [0, T ]× Rn, the method
of characteristics, that we now describe, can be applied. In general, this method allows
one to reduce a PDE to the resolution of a family of ordinary differential equations. In the
particular case of (1.2), a characteristic starting at y0 ∈ Rn is a function t 7! x(t) solving
the ordinary differential equation

(1.4) ẋ(t) = f ′
(
u(t, x(t))

)
, x(0) = y0.

Consider the map t 7! u(t, x(t)), which is of class C 1, and differentiate with respect to
time to obtain

d

dt
u(t, x(t)) = ∂tu(t, x(t)) +∇x u(t, x(t)) · f ′(u(t, x(t)) = ∂tu(t, x) + divx f(u(t, x)) = 0

This implies that the solution u is constant along characteristics: u(t, x(t)) = u0(y0) for
every t ∈ [0, T ]. In particular, from (1.4), we deduce also that characteristics have constant
speed. The same method also gives local existence in a short time interval [0, τ ]×Rn starting
from an initial datum u0 ∈ C 1.

Example 1.1 (Formation of singularities) To see that in general a smooth solution does
not exist for all times, consider the following basic example. Let n = 1 and assume that
there are y1 < y2 such that f ′(u0(y1)) > f ′(u0(y2)). Then there exists some T > 0 with
the property that, the characteristics x1(t), x2(t) starting respectively at y1, y2, meet at
time T : x1(T ) = x2(T ) (see Figure 1). Then, on the one hand, we know that smooth
solutions are constant along characteristics. On the other hand, if this was the case, the
solution would have two values at the point (T, x1(T )) = (T, x2(T )). This implies that a
smooth solution does not exists for times s > T .

y1 y2

Figure 1: Formation of a singularity for a scalar conservation laws with n = 1.

The weak formulation (1.2) makes sense also for irregular (not smooth) functions, for
which the method of characteristics cannot be applied. However, in general, distributional
solutions to the Cauchy problem (1.2), (1.3) are not unique, as we can see in the following
example.
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Example 1.2 Let n = 1 and consider Burgers’ equation, namely the conservation law
with flux f = u2

2 . Let the initial datum be

u0(x) =

{
0 x < 0

1 x > 0

One easily checks that

u(t, x) =


0, if x < 0,

x/t, if 0 < x < t,

1, if x > t.

is a solution. On the other hand, one can also solve the Cauchy problem using a discon-
tinuous function. For example, using the divergence theorem, it is easy to check that the
function

ũ(t, x) =

{
0, if x < 1

2 t,

1, if 1
2 t < x

is again a distributional solution.

The following definition is a fundamental step towards a uniqueness result.

Definition 1.3 (Entropy-entropy flux) We say that a pair (η,Q) of Lipschitz functions
η : R! R, Q : R! Rn is an entropy-entropy flux pair if

Q′(u) = f ′(u) · η′(u) for a.e. u ∈ R.

Remark 1.4 Any Lipschitz η : R ! R can serve as an entropy provided that we define
the flux Q as

Q(u) =

ˆ u

f ′(ω) · η′(ω) du

Now we are ready to give the fundamental definition of entropy solution to a conserva-
tion law.

Definition 1.5 A function u ∈ C 0
(
(0,+∞),L1(R)

)
is an entropy solution of (1.2) if

(1.5) ∂tη(u) + divx Q(u) ≤ 0 in D ′t,x

for all entropy-entropy flux pairs (η,Q) such that η is convex.

Remark 1.6 If (1.5) holds, then it follows by integrating in x that the function

t 7!

ˆ
Rn
η(u(t, x)) dx
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is non-increasing.

Example 1.7 (Shock solution) A shock in dimension 1 (n = 1) connecting two states
u− > u+ is a function of the form

(1.6) u(t, x) =

{
u−, if x ≤ λt,
u+, if x > λt,

Using the divergence theorem, it is an explicit calculation to see that the function in (1.6)
is a distributional solution to (1.2) if and only if the speed λ satisfies the Rankine-Hugoniot
relation

λ =
f(u+)− f(u−)

u+ − u− .

Moreover, using again the divergence theorem in equation (1.5) we find that u is also an
entropy solution if and only if

(1.7) Q(u+)−Q(u−)− λ
(
η(u+)− η(u−)

)
≤ 0 for all convex entropies η.

By using in (1.7) the family of entropies η(ω) = [ω − k]− (here [a]− = max{−a, 0}),
k ∈ (u+, u−), one obtains that u is an entropy solution if and only if

sgn [u+ − k]− ·
(
f(u+)− f(k)

)
− λ

[
u+ − k

]− ≤ 0 ∀ k ∈ (u+, u−)

that rewrites
f(k)− f(u+)− λ(k − u+) ≤ 0 ∀ k ∈ (u+, u−).

The geometrical meaning is that the graph of f is lying below the chord passing through
(u−, f(u−)), (u+, f(u+)) (see Figure 4). Symmetric statements hold if u− < u+. Notice
that the function ũ in Example 1.2 has a single shock that does not satisfy the entropy
conditions above.

The goal of the next paragraph will be to sketch the proof of the following fundamental
Theorem.

Theorem 1.8 There exists a unique entropy solution to the Cauchy problem (1.2), (1.3).

1.1 Existence and uniqueness of entropy solutions

We start this section by motivating the concept of entropy solutions via a classical ob-
servation. We consider the vanishing viscosity approximations, that are equations of the
following form: if ε is positive, one adds a small viscosity term in the right hand side of
(1.2)

(1.8) ∂tu
ε + divx f(uε) = ε ∆uε

where ∆ stands for the Laplacian operator with respect to the space variables x ∈ Rn. If
ε ! 0 then, at least formally, solutions to (1.8) are expected to converge to solutions of
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(1.2). The catch is that (1.8) is a parabolic-type equation, and therefore its solutions exist
and are smooth at t > 0, even if the initial datum u0 is merely a bounded function. As the
following classical Proposition shows, in the limit ε! 0 entropies allow to detect solutions
that come from the vanishing viscosity approximation.

Proposition 1.9 Assume that {uεk}k∈N is a sequence of uniformly bounded solutions to
(1.8) that converges almost everywhere in (t, x) to some function u. Then u is an entropy
solution to (1.2).

Proof. Let (η,Q) be any entropy-entropy flux pair and multiply (1.8) by η′. By the chain
rule, using the definition of entropy, we obtain

(1.9) ∂tη(uε) + divxQ(uε) = ε η′(uε)∆uε = ε ∆η(uε)− εη′′(uε)|∇uε|2.

The first term in the right hand side satisfies, as ε! 0,

ε ∆η(uε)! 0 in D ′t,x.

The second term in general does not converge to zero in distributions, but it is negative.
Therefore passing to the limit as ε! 0 we obtain (1.5).

Notice that Proposition 1.9 also provides a hint on how to prove the existence part of
Theorem 1.8 with the following strategy:

(a) Show that the family of solutions to (1.8) {uε}ε>0 is bounded and strongly pre-
compact in L1.

(b) Using the compactness given by point (1) extract a subsequence {uεk}k∈N that con-
verges pointwise for a.e. (t, x).

(c) Apply Proposition 1.9 to deduce that the limit is in fact an entropy solution to (1.2).

It turns out that this strategy can actually be implemented and proves the existence part
of Theorem 1.8. For more details, see for example [D].

The uniqueness of entropy solutions is a Theorem that dates back to Kružhkov [Kru70].

Theorem 1.10 (Kružhkov) Let u, v be two entropy solutions with initial data u0, v0 ∈
L1(Rn) ∩ L∞(Rn). Then

ˆ
Rn
|u(t, x)− v(t, x)|dx ≤

ˆ
Rn
|u0(x)− v0(x)| dx ∀ t > 0.

Proof. We just sketch the proof. For every k, the function

ηk(ω) = |ω − k| ω ∈ R

is a convex entropy, with entropy flux equal to

Qk(ω)
.
= sgn (ω − k)

(
f(ω)− f(k)

)
.
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An immediate observation is that if v is a constant solution, the Theorem follows in this
case by taking k = v and using Remark 1.6. Now if v is not constant, choosing k = v(s, y)
we find

(1.10) ∂t ηv(s,y)(u) + ∂x Qv(s,y)(u) ≤ 0 in D ′t,x for all (s, y).

Reversing the roles of u and v, we find in the same way

(1.11) ∂s ηu(t,x)(v) + ∂y Qu(t,x)(v) ≤ 0 in D ′s,y for all (t, x).

Then we sum (1.10) and (1.11) in the larger product space X .
=
(
R+
t × Rnx

)
×
(
R+
s × Rny

)
to obtain

(1.12)
(∂t + ∂s)|u(t, x)− v(s, y)|
+ (∂x + ∂y)

(
sgn (u(t, x)− v(s, y)) ·

(
f(u(t, x))− f(v(s, y))

))
≤ 0 in D ′(X).

It then follows by “localizing” the distribution (1.12) on the diagonal of X (that is, the set
(t, x) = (s, y)), that

∂t|u(t, x)− v(t, x)|+ ∂x

(
sgn (u(t, x)− v(t, x)) ·

(
f(u(t, x))− f(v(t, x))

))
≤ 0 in D ′t,x.

and integrating in x this implies that the function t 7! ‖u(t, ·)−v(t, ·)‖L1 is non increasing
in time.

2 Evolution and structure of first order perturbations

Now that we have associated to each initial datum u0 a unique solution u, that depends
Lipschitz continuously on u0 in L1 (by Theorem 1.10), a natural question is whether the
map u0 7! u enjoys some differentiability properties, in some weak sense. The aim of this
section is to present some results related to this problem, contained in [AMT24]. From
now on, we assume that n = 1 and that the flux f is a C 1 function f : R ! R that it is
not affine when restricted to any nontrivial interval.

A general principle in evolutionary PDE’s is that perturbations of solutions to a PDE
solve a linearized version of the original equation. In our case, for the scalar conservation
law (1.2) in space dimension 1, the Cauchy problem reads

(2.1)
∂tu(t, x) + ∂xf(u(t, x)) = 0, t > 0, x ∈ R

u(0, x) = u0(x).

It is not restrictive to consider, from now on, solutions that are positive. We let u ≥ 0 be
the entropy solution to the Cauchy problem (2.1) with initial datum u0 ≥ 0 and consider
{uh}h>0, a family of solutions to the same equation with perturbed initial data:

(2.2) uh(0, ·) = uh0 = u0 + h · vh0 , ‖vh0‖L1 ≤ 1, vh0 ≥ 0, lim
h!0+

vh0 = ρ0.
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The fact that vh0 ≥ 0 is just a simplifying assumption, that however can be dropped with
no additional difficulties. Even assuming that vh0 converge to a L1 function ρ0, a first basic
issue that we face is to identify a suitable functional space X in which we can consider
limits of the form

ρ(t)
.
= lim

h!0
(uh(t)− u(t))h−1 ∈ X.

Next, we would like to identify a suitable limiting evolution equation for the limiting
perturbations t 7! ρ(t), in the space X, augmented with the initial datum ρ(0) = ρ0. The
main problem is that, even if ρ0 ∈ L1, it might well happen that the perturbation ρ(t) /∈ L1

at later times. To understand why, we start with a basic example (borrowed from [BM95]).

Example 2.1 Consider Burgers equation

∂t u+ ∂x

(
u2

2

)
= 0

and a family of perturbed initial conditions (see Figure 2)

uh0
.
= (1 + h)x · 1[0,1](x)

where 1A is the characteristic function of a set A, and let uh be the solution corresponding
to the initial datum uh0 . Using Example 1.7 to calculate the speed of shocks in the solutions
uh, we can calculate explicitly that

uh(t, x) =
(1 + h)x

1 + (1 + h)t
· 1

[0,
√

1+h(1+t)]
(x).

Notice that at t = 0, the limit is an L1 function

ρ0
.
= lim

h!0

uh0 − u0

h
= lim

h!0
vh0 = x · χ[0,1](x) ∈ L1

and yet at time t, we have

ρ(t) = lim
h!0

uh(t)− u(t)

h
=

x

1 + t2
· L 1x(0,

√
1 + t) +

t

2(1 + t)
· δ√1+t /∈ L1.

where δa stands for a Dirac mass at the point a ∈ R. In other words, what at time t = 0
was an absolutely continuous perturbation, can concentrate its mass along the shock curve
of u.

uh0

u0

t = 0 t > 0
Concentration

Figure 2: An initial perturbation in L1 can progressively concentrate on small sets.
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Evolution of perturbations

This example suggests that we should take X = M +(R), the space of positive finite
measures on R. Indeed, we have the following. Since for solutions of (2.1) a comparison
principle holds, we have that if uh is the entropy solution to the problem with initial datum
u0 + hvh0 , then uh ≥ u. By the Theorem of Kružhkov 1.10,

(2.3) lim sup
h!0+

h−1‖uh(t, ·)− u(t, ·)‖L1 ≤ ‖vh0‖L1 ≤ 1

so that the family {h−1(uh − u)}h is relatively compact in the space of measures endowed
with the weak topology. By Taylor expanding the flux function f around the reference so-
lution u(t, x)

f(uh(t, x)) = f(u(t, x)) + f ′(u(t, x)) · (uh(t, x)− u(t, x)) + o(|uh(t, x)− u(t, x)|)

we find that formally, any limiting measure ρ satisfies the continuity equation

(2.4) ∂tρ+ ∂x(f ′(u)ρ) = 0 in D ′t,x.

Defining

∆(u0)
.
=
{
ρ ∈M (R+×R)

∣∣ ρ = w−lim
h!0

uh − u
h

uh(0, ·) as in (2.2), for some ρ0 ∈M +(R)
}

we state a first Theorem:

Theorem 2.2 Any ρ ∈ ∆(u0) solves the Cauchy problem for the continuity equation{
∂tρ+ ∂x(λρ) = 0, (t, x) ∈ R+ × R

ρ(0) = ρ0

where

λ(t, x) =

{
f ′(u), if u is continuous at (t, x),
f(u+)−f(u−)

u+−u− , if u has a jump u− = u(t, x−), u+ = u(t, x+).

Notice that λ is just the speed of a characteristic passing at (t, x) if u is continuous,
otherwise it is the speed of the shock with states u−, u+ (recall Example 1.7). Here λ,
thanks to some regularity properties of u (see [BM17]), can be defined in every point (t, x),
and therefore the product λρ is well defined.

Structure of Perturbations

It is well know that entropic solutions to (2.1) satisfy a kinetic equation (see [LPT94])

∂tχ+ f ′(v)∂xχ = ∂vµ, µ ∈M +(R+ × R× R)
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where
χ(t, x, v) = 1hyp u(t, x, v), (t, x, v) ∈ R+ × R× R.

and hypu denotes the hypograph of the function u. The left hand side is just a linear
transport equation, while the right hand side can be thought of as a Lagrange multiplier
that acts so as to enforce the constraint that χ should be a characteristic function of an
hypograph. By definition of χ, the solution u can be obtained by integrating χ in the “v”
variable, that is u =

´
v χ. Define

(2.5) νh
.
=

1

h

(
χh − χ

)
, χh(t, x, v) = 1hyp uh(t, x, v).

Again by the L1 contractivity given by Theorem 1.10, the sequence νh is relatively
compact in the space of measures endowed with the weak topology, because |νh| = h−1‖uh−
u‖L1 . Hence we define the set

∆̃(u0) =
{
ν ∈M (R+ × R× R)

∣∣ ν = w−lim
h!0

νh for some sequence νh as in (2.5)
}
.

Since projections commute with weak-limits, for a subsequence such that both ρh ! ρ and
νh ! ν (in such case we call (ρ, ν) a compatible pair), one has ρ = p]ν, where p is the
canonical projection on the space-time variables:

νh ν

ρh ρ

h!0

p] p]

h!0

In particular, p]∆̃(u0) = ∆(u0) and one can recover ρ from ν but not viceversa: the
measure ν yields additional information about perturbations. In the following we will
address the natural question of understanding the structure of elements in ∆̃(u0).

Let (ρ, ν) be a compatible pair and let (t, x) = y 7! ay ∈P(Rv) be the disintegration
of the measure ν w.r.t the projection p (see for example [AFP00]):

(2.6) ν(y, v) = ay(v)⊗ ρ(y) ∈M (R+ × Rx × Rv).

From the point of view of our original problem, at,x is supposed to detect, with a first order
precision, the asymptotic position of the graph of uh(t) with respect to the graph of u(t),
near points x in which u has a shock u−, u+ (see Figure 3).

u+

u−

density of a(t,x)

uh

u

u−u+

Figure 3: Geometrical meaning of the probability measure a(t,x).
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The following Definition will be fundamental to understand the structure of the mea-
sures ay(v) (and hence of ν).

Definition 2.3 Let u− > u+ be connected by an entropy admissible shock with speed λ.
We let I1(u−, u+) be the set of maximal connected intervals of the set

(2.7) J
.
=
{
v ∈ (u+, u−)

∣∣ f(v)− f(u+)− λ(v − u+) < 0
}
.

and we let I2 be the union of {u−}, {u+} if f ′(u−) = λ or f ′(u+) = λ, respectively. We
set

I (u−, u+)
.
= I1(u−, u+) ∪I2(u−, u+).

Finally, we let
K (u−, u+) = (u+, u−) \J

If u− < u+, I (u−, u+) and K (u−, u+) are defined symmetrically.

Remark 2.4 The connected components J1(u−, u+) represent the minimal entropy ad-
missible shocks into which one can split the shock u−, u+.

u−u+

f

u1

Figure 4: Example of the set J (u−, u+) for an admissible shock u−, u+. In this case J (u−, u+) =

{(u+, u1), (u1, u
−)}.

Now we can state our second main result. With I(u−, u+) we denote the open interval
with endpoints u− and u+. We let u±(y) be the left and right limits of u at the point
y = (t, x): u±(t, x) = u(t, x±).

Theorem 2.5 Any compatible pair (ρ, ν) disintegrates

ν = ay(v)⊗ ρ(y) ∈M (R+ × R× R), ay ∈P
(

clos
(
I(u−(y), u+(y))

))
where, for ρ-almost every y

(1) (ay)xI(u−(y), u+(y)) = gyxL 1, where gy ∈ L1
(
I(u−(y), u+(y))

)
is nonincreasing.

(2) Dgy ∈M−(I(u−(y), u+(y))
)
is concentrated on the set K (u−(y), u+(y)).
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Corollary 2.6 (Convex case) Let f be strictly convex or concave. Any compatible pair
(ρ, ν) disintegrates

ν = ay(v)⊗ ρ(y) ∈M (R+ × R× R)

where
ay =

1

|u− − u+| L
1xI(u+(y), u−(y)) for ρ-almost every y.

In particular, for every ρ ∈ ∆(u0) there exists a unique lift ν ∈ ∆̃(u0).

For cubic cases shocks cannot be split, but contact discontinuities (i.e. shocks in which
λ = f ′(u−) or λ = f ′(u+)) are present. Therefore specializing Theorem 2.5 in this case we
obtain

Corollary 2.7 (Cubic case) Let f(u) = u3. Any compatible pair (ρ, ν) disintegrates

ν = ay(v)⊗ ρ(y) ∈M (R+ × R× R)

where for some measurable functions y 7! ρ1(y) ∈ R, y 7! ρ±(y) ∈ R, we have

ay = %1(y) ·L 1xI(u+(y), u−(y)) + %+(y) · δ{u+} + %−(y) · δ{u−} for ρ-almost every y

and
f ′(u±(t, x)) 6= λ(t, x) =⇒ %±(t, x) = 0 for ρ-almost every (t, x).
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A differential game model
for sponsored content

Chiara Brambilla (∗)

Abstract. Consider a communication platform that publishes two distinct types of advertising:
traditional and native. Native advertising is a marketing technique that emulates the typical
content of the platform where it is displayed. The strong similarity between native advertising and
platform content enhances its effectiveness, as consumers may not identify the sponsored message.
Nevertheless, when consumers become aware of the commercial nature of native advertising, they
may feel misled and may loose trust in the platform. In our framework, a firm invests in both
traditional and native advertising on a media channel known for its high-quality content. So,
the media outlet has to consider the trade-off between generating revenue through ad placements
and the impact of native advertising on its credibility. The problem is defined as a linear state
differential game over an infinite-horizon. We search for an open-loop Stackelberg equilibrium and
investigate the long-term sustainability of native advertising for the media.

1 Introduction

Native advertising is a form of communication that mimics the standard content of the
platform where it is displayed [13]. This kind of advertising is common in digital media
and includes ads that looks like search engine results, news, videos, [13] etc. The format
of native advertising makes more challenging for consumers to distinguish the sponsored
content [12]. As a result, native advertising is very effective [11]; however, discovering
content as sponsored may cause negative reactions from consumers. If consumers feel
misled, they may lose trust in the media’s credibility [1, 2, 3]. The media outlet must
search for a balance between the revenue generated by publishing native advertising and
the subsequent credibility loss. Our study seeks to formalise this trade-off for a media
platform using an approach derived from dynamic advertising models theory [7] as a part
of a differential game [6,8]. Given the asymmetrical roles of the media and the firm, we
formulate a differential game played á la Stackelberg, with the media as the Leader. We
aim to identify an open-loop equilibrium in an infinite-horizon game.

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 8 November 2023.
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We consider a two-players differential game. A player is the firm that invests in ad-
vertising to maintain its brand value through a marketing campaign on the media outlet.
Two types of advertising are available, the traditional and the native. If G(t) denotes the
brand value of the firm at time t, by Nerlove–Arrow advertising model, the evolution of
this variable can be defined as

(1) Ġ(t) = −δG(t) + γaa(t) + γnn(t) .

where δ > 0 is the natural decay parameter, a(t) denotes the standard advertising flow,
and n(t) denotes the native advertising flow. Moreover, γa and γn are positive efficiencies.
There exists a unique positive solution to (1) for any a(·), n(·) ∈ L1([0,+∞); [0,+∞)) and
initial condition G(0) = G0 > 0.

As in [5], we assume for the firm a linear in goodwill and quadratic in costs profit. We
consider the following discount profit with discount factor ρ > 0:

(2) JF =

ˆ +∞

0

(
πG(t)− κaa

2(t)

2
− κnn

2(t)

2

)
e−ρt dt

where π, κa, κn > 0.
As in [3], Even though native advertising positively influences the brand value of the

firm, platform’s consumers may perceive it as deceptive. Hence, native advertising may
cause a loss of trust in the media’s credibility [3].

Currently, no dynamic models address the credibility issue within an optimal control
framework. We propose to formalise the evolution of credibility similarly to goodwill’s one.
Hence, the credibility of a media outlet diminishes over time if its content is not regularly
updated [9] (at a rate ε > 0). In our model, the media credibility motion equation is given
by

(3) Ċ(t) = −εC(t) + w(t)− αn(t) .

The above equation describes the high-quality content investment to maintain the cred-
ibility by the flow w(·) ∈ L1([0,+∞); [0,+∞)), and the negative effect caused by native
advertising by the parameter α > 0 Marketing research findings ([1, 2, 12]) support this
assumption. In our model, standard advertising does not affect media credibility being
this content easily recognisable by consumers.

The media profit is defined similarly to the firm’s one, with an additional revenue given
by the publication of advertising content:

(4) JM =

ˆ +∞

0

(
ηC(t)− σw2(t)

2
+
κaa

2(t)

2
+
κnn

2(t)

2

)
e−ρt dt

where all parameters are positive. By (3), the impact of native advertising may result in
a credibility equal to zero. As a result, native advertising damage also the media payoff
(4). Hence, to ensure a positive profit, we assume the media to set a constraint by limiting
native advertising on its platform. Let N(·) ∈ L1([0,+∞); [0,+∞)) be a control for the
media outlet such that

(5) n(t) ∈ [0, N(t)] ∀t ∈ [0,+∞) .
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2 Open-loop Stackelberg equilibrium

Searching for an open-loop Stackelberg equilibrium [6, Ch. 5, p. 113], we consider the
necessary and sufficient conditions [10, Ch. 3, p. 234, Th. 12, Th. 13].

The research of an open-loop Stackelberg equilibrium is based on the following steps.
First, the Leader states his strategy (w(·), N(·)). Then, the Follower solves his optimal
control problem

(6)

max
(a,n)

JF =

ˆ +∞

0

(
πG(t)− κaa

2(t)

2
− κnn

2(t)

2

)
e−ρt dt

Ġ(t) = −δG(t) + γaa(t) + γnn(t), G(0) = G0

Ċ(t) = −εC(t) + w(t)− αn(t), C(0) = C0

a(t) ≥ 0, n(t) ∈ [0, N(t)]

by taking into account the Leader’s strategies. Finally, the Leader solve its optimal control
problem given the Follower’s best response functions.

To solve (6), we apply the Pontryagin Maximum Principle to the current Hamiltonian
function of the Follower

HcF (G,C, a, n, w,N, λ1, λ2) = πG− κa
2
a2 − κn

2
n2+

+ λ1(−δG+ γaa+ γnn) + λ2(−εC + w − αn) ,

with co-state functions λ1(·), λ2(·).

Proposition 1 Given the Leader’s controls (w(·), N(·)), the Follower’s best response func-
tions are

(7) a∗(t) ≡ πγa
κa(ρ+ δ)

and n∗(t) = min

{
πγn

κn(ρ+ δ)
, N(t)

}
for all t ∈ [0,+∞).

We can now study the Leader’s problem

(8)

max
w,N

JM =

ˆ +∞

0

(
ηC(t)− σw2(t)

2
+
κa(a

∗(t))2

2
+
κn(n∗(t))2

2

)
e−ρt dt

Ġ(t) = −δG(t) + γaa
∗(t) + γnn

∗(t), G(0) = G0

Ċ(t) = −εC(t) + w(t)− αn∗(t), C(0) = C0

w(t) ≥ 0, N(t) ≥ 0 .

where (a∗(·), n∗(·)) are as in (7). To solve (8), we reason as before. Consider the the
current Hamiltonian of the Leader

HcL(G,C,w,N, µ1, µ2) = ηC − σ

2
w2 +

κa
2

(a∗)2 +
κn
2

(n∗(N))2+

+ µ1(−δG+ γaa
∗ + γnn

∗(N)) + µ2(−εC + w − αn∗(N)) ,
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where µ1(·) and µ2(·) are the co-state functions. We say that native advertising is admis-
sible for the media when the upper bound imposed by the media is strictly positive, that
is, N(t) > 0 for all t ∈ [0,+∞).

Proposition 2 Native advertising is admissible for the media outlet if and only if

(9) α < ᾱ =
γnπ(ρ+ ε)

2η(ρ+ δ)
.

The Leader’s optimal control functions are

(10) w∗(t) ≡ η

σ(ρ+ ε)
and N∗(t) ∈


[

πγn
κn(ρ+δ) ,+∞

)
α < ᾱ

{0} ∪
[

πγn
κn(ρ+δ) ,+∞

)
α = ᾱ

{0} α > ᾱ

for all t ∈ [0,+∞).

If the damage parameter α is low, then the media accepts native advertising to increase
its profit, while if α is too high, the media maintain its credibility by choosing N∗(·) = 0.
We recall that η is the the marginal revenue with respect to credibility, and σ is the
marginal cost of the investment in credibility. By (9), we note that ᾱ decreases in η. On
the other hand, the investment in credibility w∗(·) increases in η and decreases in σ.

At this point, we can compute explicitly the Follower’s optimal controls, and obtain
the OLSE.

Proposition 3 The open-loop Stackelberg equilibrium of our problem is ((w∗, N∗), (a∗, n∗)),
where

w∗(t) ≡ η

σ(ρ+ ε)
, N∗(t) ∈


[

πγn
κn(ρ+δ) ,+∞

)
α < ᾱ

{0} ∪
[

πγn
κn(ρ+δ) ,+∞

)
α = ᾱ

{0} α > ᾱ

a∗(t) ≡ πγa
κa(ρ+ δ)

, n∗(t) =


πγn

κn(ρ+δ) α < ᾱ

min
{

πγn
κn(ρ+δ) , N

∗(t)
}

α = ᾱ

0 α > ᾱ

(11)

for all t ∈ [0,+∞), with ᾱ =
γnπ(ρ+ ε)

2η(ρ+ δ)
.

The above open-loop Stackelberg equilibrium is time consistent. This because of the
noncontrollability of the optimal co-state functions of Follower [6, Def. 5.1].

Proposition 4 Assume α < ᾱ. The media outlet’s credibility remains positive if and only
if

(12) α <
ηκn(ρ+ δ)

γnπσ(ρ+ ε)
=: αS .
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Since κn and σ appear in the threshold αS , but not in the admissibility threshold ᾱ,
we cannot compare the two thresholds. Even though, when admissible, native advertising
is always profitable to the media, the credibility at the steady-state C∗SS may become
negative.

3 Conclusions

We consider the problem from a media outlet’s prospective. The main goal was to analyse
the trade-off between gaining profit by publishing native advertising and the consequent
credibility loss. We address the problem as a hierarchical differential game where the media
acts as the Leader. We compute a time-consistent open-loop Stackelberg equilibrium, and
obtain the conditions for the admissibility of native advertising. This admissibility depends
on the damage parameter to credibility: if the negative effect is low, it is optima for the
media outlet to accept native advertising, while if the damage is high, the media safeguards
its credibility and avoid native advertising. Furthermore, we discover that being admissible
is not a sufficient condition on native advertising for guaranteeing also positive credibility
in the long term.
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Classical Modular Forms
and the k-square problem

Marco Baracchini (∗)

1 Introduction

The idea of this seminar is to speak about modular forms. We would like to convince the
audience that modular forms could be useful in order to study some arithmetic problems,
give the rigourous definition of classical modular forms of a certain weight and level and
give an idea of possible ways to study modular forms.

In the first Section we will speak about two arithmetic problems showing that they
could be related to studying some modular forms.

In the second Section we will give the definition of what a modular form of a certain
weight and level is.

In the last Section we briefly give an idea of a geometric interpretation of modular
forms and how one can study modular forms using p−adic analysis instead of the complex
one.

2 Motivations

To have an intuition you can think of modular form as a formal power series∑
n∈N

anq
n ∈ C[[q]]

with complex coefficients that satisfy some invariance properties (that we will see in an-
other section). The general idea is to prove that some numbers an that are related to an
arithmetic problem can be seen as coefficients of a modular form; then one can study the
rigidity of the modular form in order to deduce some properties of the numbers an and of
the related arithmetic problem.

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 28 February 2024.
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2.1 k-squares problem

The first arithmetic problem that I would like to introduce is the k-square problem.
Fix k ∈ N, one can ask if a natural number n ∈ N could be written as sum of k squares,

i.e. if there are integer numbers s1, . . . , sk ∈ Z such that

n = s2
1 + · · ·+ s2

k.

For example, if one fixes k = 2, this problem has a positive answer for the number 5 =
22 + 12 but a negative answer for 6. More generally one can inquire about the number of
ways to write a natural number n ∈ N as sum of k squares, i.e. compute

Sk(n) := #{(s1, . . . , sk) ∈ Zk |
k∑
i=1

s2
i = n}.

It is possible to define the following power series using the numbers above:

fk :=
∑
n∈N

Sk(n)qn ∈ Z[[q]] ⊂ C[[q]].

Via an easy computation one can show that fk = θk where

θ :=
∑
s∈Z

qs
2

is the Jacobi-Theta function. It turns out that θ2k is a modular form of weight k ∈ N and
level Γ0(4). Then one can approach the k−square problem using modular forms: one can
write θ4 = f4 and θ8 = f8 as products of modular forms whose coefficients are known.
This gives explicit formulas for the coefficients of f4 and f8:

Theorem 2.1 S4(n) = 8
∑

16d6n,4-d|n d, S8(n) = 16
∑

16d6n,d|n d
3.

Corollary 2.2 For each n ∈ N there are four integers s1, s2, s3, s4 ∈ Z s.t.

n = s2
1 + s2

2 + s2
3 + s2

4.

Proof. For the proof of the Theorem see for example the Section §3.1 of [Zag08] or the
more introductory Master Thesis [Var]. The Corollary is an easy consequence: via the
Theorem for each n ∈ Z>0 the number S4(n) is higher than 7, in particular it is non zero.

One can also prove with modular form techniques a more general Theorem.

Theorem 2.3 Let F be a totally real number field. Fix a choice of F>0 ⊂ F . If there is
a k ∈ N s.t. for each x ∈ OF ∩ F>0 there are s1, · · · , sk ∈ OF with

x = s2
1 + · · ·+ s2

k,
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then
F = Q or F = Q(

√
5).

Proof. Look at the Theorem 3 in [JW07] proved in the article [Maa41].

In order to understand this Theorem one has to define what a totally real number field
is and the ring of integers of a number field.

A number field is a finite extension of the rational numbers Q.
A totally real number field F is a number field such that for each morphism of fields

σ : F −! C one has that the image of the morphism is contained in the real numbers, i.e.
σ(F ) ⊂ R.

Each number field F is an algebraic extension of Q, hence for each number field there
exists an embedding σ : F ! C. For a totally real field one can fix an embedding like that
and one knows that this embedding splits as

F ↪! R ↪! C,

hence one can define F>0 := F ∩ σ−1 (R>0). The choice of F>0 is not unique as it depends
on the choice of σ.

For example F = Q(
√

2) ∼= Q[x]/(x2 − 2) is a totally real number field and the choice
of F>0 corresponds to the (not unique) choice of

√
2 ∈ F . Two examples of non totally

real fields are Q(i) ∼= Q[x]/(x2 + 1) and Q(3
√

2) ∼= Q[x]/(x3 − 2).
If F is a number field, the ring of integers OF is the integral closure of Z in F , i.e.

OF := {x ∈ F | ∃p =

N∑
n=0

anX
n ∈ Z[X] s.t. aN = 1, p(x) = 0}.

For example if F = Q(i) ∼= Q[x]/(x2 + 1), then OF = Z[i] = Z[x]/(x2 + 1).

2.2 Studying rational points of elliptic curves

For more details about the topic treated in this section one can look at the book of Silver-
man [Sil09] and the book by Diamond and Shurman [DS05].

The arithmetic problem treated in this section is to find rational solutions of elliptic
curves defined over the rational numbers. An elliptic curve is the set of points that solve a
smooth cubic equation with rational coefficients. For example points (x, y) ∈ Q2 such that

y2 + y = x3 − x2.

Looking for rational solutions of the above equation is the same as looking for projective
integral solutions [x : y : z] ∈ P3(Q) \ {[0 : 1 : 0]}

zy2 + yz2 = x3 − zx2.

The advantage of the projective plane is that

P3(Q) = P3(Z),
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so one can look for integer solutions (that means x, y, z ∈ Z).
Once one has a problem over the integer numbers one can approximate this problem

reducing modulo a prime number p: one can reduce the equation modulo p and can study
the solutions in Z/pZ varying the prime p. It is known that the number of solutions of a
cubic equation modulo p is around p, more precisely

| p−#{(x̄, ȳ) ∈ (Z/pZ)2 | ȳ2 + ȳ = x̄3 − x̄2} | 6 2
√
p.

The knowledge of the number of solutions modulo p for each p is equivalent to the knowledge
of

bp := p−#{(x̄, ȳ) ∈ (Z/pZ)2 | ȳ2 + ȳ = x̄3 − x̄2},
and it is known that two elliptic curves over Q with the same numbers bp have some
common properties (they are isogenous, i.e. one is a finite quotient of the other). Then
knowing the numbers bp one knows the isogeny class of an elliptic curve.

The difficult point in this procedure is that the numbers bp are infinitely many, then it
is not possible to compute them all without knowing some extra information.

Theorem 2.4 There is a modular form f =
∑

n∈N anq
n ∈ C[[q]] of weight 2 and level

Γ0(N) for an integer N ∈ Z such that for all primes p of good reduction (all the primes
that do not divide the discriminant of the cubic equation)

ap = bp, a0 = 0.

Thanks to this famous Theorem we can compute ap for a finite number of primes
p, compute N (that is called the conductor of the elliptic curve), compute the space of
modular forms of weight 2 and level Γ0(N); there are some databases on the net, as in
https://www.lmfdb.org/ModularForm/. Then you can look for modular forms with ap
as p−coefficients. If you compute enough ap you will be able to identify the modular
form, hence you get all the ap of your elliptic curve (not only the finitely many that you
computed).

In our case the modular form attached to the equation y2 + y = x3 − x2 is

f = q
∏

n∈N>0

(1− q11n)2(1− qn)2

of weight 2 and level Γ0(11). Then you can expand this product in order to get ap for
p 6= 11, since 11 is the only prime of bad reduction of the elliptic curve of our example.

3 Definition of modular forms

In this section we want to define what a modular form of level SL2(Z) and weight k ∈ Z
is. In order to do this we need some tools. For more details look at the Diamond-Shurman
[DS05]. Moreover for the level SL2(Z) case there is a nice introduction in Chapter VII of
[Ser93], written by J.P. Serre.
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3.1 Algebraic tools

Let us consider

SL2(Z) := {γ =

(
a b
c d

)
| a, b, c, d ∈ Z det(γ) = ad− bc = 1}

and the upper half complex plane

H := {τ ∈ C | Im(τ) > 0}.

We can define an action of SL2(Z) on H: for each γ ∈ SL2(Z) and τ ∈ H

γ · τ :=
aτ + b

cτ + d
.

One can verify that γ1 · τ ∈ H and γ1 · (γ2 · τ) = (γ1γ2) · τ for each τ ∈ H, γ1, γ2 ∈ SL2(Z).

3.2 Analytic tools

Let f : H! C be an holomorphic function.

Lemma 3.1 If f(τ) = f(τ + 1), then f has a Fourier expansion that converges absolutely
at f , i.e.

f(τ) =
∑
n∈Z

ane
2πinτ ,

where an ∈ C.

Proof. Fix q := e2πiτ ∈ BC(0, 1) \ {0}. We can define a logarithmic (biholomorphic)
function

log : BC(0, 1) \ R60 −! {τ ∈ C | 1/2 < Re(τ) 6 1/2}
such that log(e2πiτ ) = τ for each τ ∈ {z ∈ C | 1/2 < Re(τ) 6 1/2}.

Let g(q) := f ◦ log(q), then g is a holomorphic function and f(τ) = g(e2πiτ ). Since
f(τ) = f(τ+1) one can show that g could be (uniquely) analytically continued in BC(0, 1)\
{0} and one get that f(τ) = g(e2πiτ ) for each τ ∈ H.

Now if one looks at the Laurent expansion of g at 0 one gets that

g(q) =
∑
n∈Z

anq
n,

with an ∈ C, then
f(τ) = g(e2πiτ ) =

∑
n∈Z

ane
2πinτ .
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Definition A holomorphic function f : H ! C s.t. f(τ) = f(τ + 1) is holomorphic at
i∞ iff the coefficients of its Fourier expansion an = 0 for all negative n ∈ Z<0.

Observe that via the change of coordinate q(τ) = e2πiτ we get

0 = lim
R3α!∞

e2π(iα) = lim
R3α!∞

q(τ = iα)

hence when the coordinate τ approaches i∞ the coordinate q tends to 0. This could explain
why we say that f is holomorphic at i∞ if g is holomorphic at 0.

3.3 Definition of level SL2(Z) and weight k modular forms

Now we have all the tools in order to define modular forms.

Definition A modular form of weight k ∈ Z and level SL2(Z) is a holomorphic function
f : H! C s.t.

• f(γ · τ) = (cτ + d)kf(τ) for each γ ∈ SL2(Z);

• f is holomorphic at i∞.

Observe that since f(τ) = 1kf(τ) = f( 1 1
0 1 ) · τ = f(τ + 1) it makes sense to ask that f

is holomorphic at i∞.
The series f =

∑
n∈N ane

2πinτ =
∑

n∈N anq
n ∈ C[[q]] is called the q−expansion of f .

3.4 Congruence subgroups Γ 6 SL2(Z)

The level of a modular form is usually denoted with a Γ and it is a congruence subgroup of
SL2(Z). Let us define what a congruence subgroup is and investigate some basic properties.
Let N ∈ N>1, we denote

Γ(N) := {γ =

(
a b
c d

)
∈ SL2(Z) | (a− 1) ≡ b ≡ c ≡ (d− 1) ≡ 0 mod N} 6 SL2(Z)

the principal congruence subgroup of level N . It is formed by all the matrices that are
congruent to the identity matrix modulo N .

Definition A subgroup Γ 6 SL2(Z) is a congruence subgroup (of level N) if there
exists an N ∈ N>0 such that Γ(N) 6 Γ.

For example SL2(Z) = Γ(1) is the principal congruence subgroup of level 1. Any
congruence subgroup Γ has the following properties (for more details look at [DS05]):

• Γ has finite index in SL2(Z);

• the quotient Γ\H is a (not compact) Riemann variety;

• one can add a finite number of extra points (called cusps) to the quotient Γ\H such
that it becomes a compact Riemann variety;
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• the set of the cusps is SL2(Z)/Γ;

• for any γ ∈ SL2(Z) the group γ−1Γγ 6 SL2(Z) is a congruence subgroup.

In the case of Γ = SL2(Z) there is only one cusp: the point at i∞. This cusp corresponds
to the unique element of SL2(Z)/SL2(Z) = {[I2]}. Observe that γN :=

(
1 N
0 1

)
∈ Γ(N),

hence for any congruence subgroup Γ there exists an N ∈ N such that γN ∈ Γ. Observe
that the action of γN on H is given by

γ · τ = τ +N.

3.5 Definition of level Γ and weight k modular forms

Fix a congruence subgroup Γ, let f : H! C be a holomorphic function such that

f(γ · τ) = (cτ + d)kf(τ), for each γ =

(
a b
c d

)
∈ Γ.

Since there is γN ∈ Γ we know that

f(N(τ + 1)) = f(γN · (Nτ)) = (0τ + 1)k · f(Nτ) = f(Nτ).

Via the analytic tool we get that

f(τ) = g(e
2πiτ
N ) =

∑
n∈Z

anq
n
N .

If an = 0 for all n < 0 we say that f is holomorphic at i∞. One would like to check that f
is holomorphic at all the cusps, not only at i∞. For a general cusp [c] ∈ SL2(Z)/Γ, where

c =

(
A B
C D

)
∈ SL2(Z) we define

f[c]k(τ) := (Cτ +D)−kf(c · τ).

Via the Γ−invariance of f and with an explicit computation one can check that for any
γ ∈ c−1Γc,

f[c]k(γ · τ) = (cτ + d)kf[c]k(τ).

Since c−1Γc is a congruence subgroup there exists an Nc ∈ N such that γNc ∈ Γ(Nc). Then
f[c]k(τ +Nc) = f[c]k(τ) and via the analytic tool

f[c]k(τ) =
∑
n∈Z

ac,ne
2πinτ
Nγ1 .

Then f is holomorphic at the cusp [c] iff f[c]k is holomorphic at i∞, i.e. if

ac,n = 0 for all n ∈ Z<0.

Definition A modular form of level Γ and weight k ∈ N>0 is a holomorphic function
f : H! C s.t.
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• f(γ · τ) = (cτ + d)kf(τ) for each γ ∈ Γ;

• f is holomorphic at all the cusps of Γ\H.

We denote the C-vector space of modular forms of weight k and level Γ as Mk(Γ)

For completion we now write the definition of the congruence subgroup Γ0(N) that we
cited in the motivation sections. Let N ∈ N,

(1) Γ0(N) := {γ =

(
a b
c d

)
∈ SL2(Z) | c ≡ 0 mod N} 6 SL2(Z).

It is the group of matrices in SL2(Z) that reduce to a matrix of the form
(
∗ ∗
0 ∗

)
modulo

N . Observe that it is a congruence subgroup since Γ(N) 6 Γ0(N).

4 p-adic analysis and modular forms

If someone would like to study more about the modern techniques I suggest to read the
introduction written by R. Brasca in the article [Bra12]. In this introduction Brasca makes
a summary of the various definitions of modular forms. In this last Section we would like
to motivate the study of p-adic modular forms: I would like to explain why p−adic analysis
could help in studying modular forms over C, even if these modular forms belong to the
complex analysis.

The starting point is that one can define modular forms over any ring, not just over the
complex numbers. A possible way to understand this fact is following the article [Kat73]
by Nicholas Katz. He defines modular forms in a geometric way. His idea uses the fact
that one can parametrize all the elliptic curves with a fixed differential via the Rieman
surface H. More precisely, for each τ ∈ H one can build the torus

Eτ :=
C

Z⊕ Zτ
.

It turns out that Eτ corresponds to an elliptic curve over C and we can fix dz as the
canonical differential. Katz uses this fact in order to see a modular form as a rule F
that associates to an elliptic curve E defined over C with a fixed differential ω, a complex
number F (E,ω). One has to ask for some nice properties of this rule in order to recover
an equivalent definition of a modular form. Denote with MΓ the modular curve that
parametrizes the elliptic curves over C with some structure (that depends on the level Γ).
Katz showed that there is a sheaf ω onMΓ such that the modular forms of weight k and
level Γ are exactly the global section of ω⊗k, i.e.

Mk(Γ) = ω⊗k (MΓ) .

Thanks to this geometric interpretation, one can define modular forms over any ring
where the modular curve is defined. Also in this geometric setting one gets a notion
of q−expansion that coincides with the “classical" one.
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For example one can define modular forms over the p-adic numbers Qp, use p−adic
analysis (and not only complex/real-analysis) and deduce some properties of the “classical"
modular forms (i.e. modular forms over C). We denote the Qp−vector space of modular
forms of weight k ∈ Z and level Γ as Mk(Γ,Qp)

Using p−adic analysis in the study of modular forms gives a big advantage: the weight
space Z is no more discrete! Indeed Z inside R is discrete, but Z inside Qp is no more
discrete. Hence one can work in the (infinite dimensional) Qp−vector space⋃

k∈Z

Mk(Γ,Qp) ⊂ Qp[[q
1
N ]].

This vector space is completed with respect to the ∞−norm

||
∑
n∈N

anq
n
N ||∞ := maxn∈N |an|

defined on
Qp < q

1
N >:= {

∑
n∈N

anq
n
N ∈ Qp[[q

1
N ]] | |an|! 0}

In this p-adic setting one can hope to find a family of modular forms

fk :=
∑
n∈N

an,kq
n
N ∈ Q[[q]]

where fk varies continuously on k ∈ Z, i.e.

||fk1 − fk2 ||∞
(k1−k2)!0
−! 0.

Since Z is not discrete with respect to the p-adic norm, this condition gives some rigidity
to a family of modular forms and for example one can hope to prove some statements on
classical modular forms (for example modular forms with rational coefficients) that fit in
a p-adic family.
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p-adic numbers and characteristic p

Pietro Vanni (∗)

Abstract. For each prime p, p-adic numbers form an extension of the rational numbers that,
being topologically complete, allows one to use analytic methods in arithmetic. In this talk I will
introduce p-adic numbers outlining their basic properties and the role they play in number theory.
Then I will give an idea on how one can employ p-adic numbers to study algebraic varieties (i.e.
systems of polynomial equations) in characteristic p.

1 Notation

In this section we fix some notation:

• we denote by N the set of natural numbers.

• Z is the ring of integers.

• p will be a fixed prime number.

• P will be the set of prime numbers.

• If n ∈ Z, we denote by νp(n) the p-adic valuation of n, i.e. the biggest exponent
m ∈ N such that pm divides n.

• Fp will denote the finite field with p elements.

• Q will be the field of rational numbers.

• R will be the field of real numbers.

• C will be the field of complex numbers.

• K will be used to denote a general field.

• K[x] will denote the ring of polynomial functions on K, with variable x.

• K[[x]] will be the ring of formal power series with coefficients in K and variable x.
(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
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• K((x)) will denote the ring of formal Laurent series with coefficients in K, and with
variable x.

• If d ∈ N, Ad
K will be the affine space of dimension d over K.

2 Introduction to p-adic numbers

In this section we define p-adic numbers and we look at some or their properties.

Let |·| denote the real absolute value on Q. It is well known that if we complete Q for
the metric topology induced by |·| we obtain R.
However in Q we can have different kinds of absolute values.

Definition 2.1 An absolute value on Q is a function v(·) : Q! R such that:

(a) v(r) ≥ 0 for each r ∈ Q.

(b) v(r) = 0 if and only r = 0.

(c) v(r, r′) ≤ v(r) + v(r′) for each r and r′ in Q.

(d) v(rr′) = v(r)v(r′) for each r and r′ in Q.

Note that every absolute value on Q induces a distance d on Q in the following way:

(1) d(r, r′) = v(r − r′).

We know give a more “exotic” example.

Example 2.2 Let r = a
b ∈ Q, with a and b in Z. The p-adic absolute value of r is defined

as
|r|p = pνp(b)−νp(a).

The function |·|p : Q! R is easily seen to be an absolute value on Q. Note that a rational
number is as small for this absolute value as much as it is divisible by p. For example the
sequence {|pn|}n∈N converges to 0. This absolute value induces a metric topology on Q
that we will call the p-adic topology.

Indeed it is easy to see that the p-adic absolute value satisfies the follwing strengthening
of inequality 3:

(2)
∣∣r + r′

∣∣
p
≤ max(|r|p ,

∣∣r′∣∣
p
).

An absolute value that satisfies such property is called non archimedean. This is because
inequality (2) implies that |n|p ≤ 1 for each n ∈ Z, and thus the archimedean property of
the real absolute value does not hold for |·|p.
One can wonder if there exist other absolute values on Q, but this is not the case by the
following theorem.
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Theorem 2.3 (Ostrowski) The nontrivial absolute values of Q are, up to equivalence,
{|·|} ∪ {|·|q}q∈P.

Here the trivial absolute value is the value sending 0 to 0 and every other rational
number to 1. Two absolute values are called equivalent if they induces equivalent topologies
on Q. See [Kob84, Theorem I.1] for a proof of the theorem above.
We can now define the field of p-adic numbers, in analogy with the definition of R as the
completion of Q for the real absolute value.

Definition 2.4 The field of p-adic numbers is defined as the completion of Q for the
p-adic absolute value (see [Lan02], Proposition XII.2.1 for the definition and construction
of completions of fields). We will denote it by Qp.

The p-adic valuation extends to Qp by continuity. Let’s give an example of a p-adic
number.

Example 2.5 Is it easy to see that the sum∑
n∈N

pn

converges in Qp. So it defines a p-adic number.

Indeed it can be show that every p-adic number admits an unique expansion of the form
+∞∑

−∞<<m
amp

m,

where am ∈ {0, 1, . . . , p − 1} (see [Gou20, Corollary 4.3.4]). Such expansions are called
p-adic expansions. This characterization of p-adic numbers seems to hint that Qp “looks
like” the field Fp((p)) (as a set). Indeed this intuition can be made rigorous by the theory
of Witt vectors (see [Ser79, section II.6]). In fact Qp = W (Fp)[1

p ].
The theory of p-adic expansions suggests an obvious notion of p-adic integers.

Definition 2.6 The ring of p-adic integers is the subring of Qp constituted by p-adic
expansions with no negative powers of p. We will denote this ring by Zp.

The p-adic number in Example 2.5 is a p-adic integer. Note that p-adic integers can be
equivalently characterized as elements in Qp with valuation less or equal than 1. Moreover
we have Qp = Zp[1

p ].
Again one can say that p-adic integers “look like” Fp[[p]]. We will try to motivate this
analogy more in the next section.

Remark 2.7 Note that the quotient ring Zp/pZp is identified with Fp.

3 Geometric interpretation of Zp

In this section we give a geometric interpretation of Zp, in relation with the algebro-
geometric viewpoint on the ring Z.
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To give a gemetric meaning to Zp, we must first realize Z as a geometric space. This
realization is better explained using an analogy with the classical description of the space
A1

C in algebraic geometry, that we recall below.
Consider the couple (A1

C,C[x]), i.e. the affine line endowed with the complex polynomial
functions over it. The maximal ideals of C[x] are the principal ideals generated by the
monials (x − z), where z ∈ C. This follows from the Fundamental Theorem of Algebra
together with the fact that C[x] is a principal ideal domain. Thus it is clear the maximal
ideals of C[x] correspond to the points of A1

C. So we can say that A1
C is the space of maximal

ideals of C[x]. One can also give an algebraic meaning to the operation of evaluating a
polynomial function f(·) ∈ C[x] in a point z ∈ C. This operation correspond to take the
image of f trough the projection

C[x]! C[x]/(x− z)C[x] = C,

as it is easily seen taking the Taylor expansion of f(·) in z.
We want to define a geometric space MaxSpec(Z) associated to the ring Z along this lines.
To do so we define MaxSpec(Z) to be the set of maximal ideals of Z, that correspond to
the set of prime numbers P. The ring of “functions” on this space is Z. To evaluate a
function m ∈ Z in the point p ∈ P we take the image of m along the projection

Z! Z/pZ = Fp.

Note that in this case the “functions” on MaxSpec(Z) take values in different fields for
different points.
As already mentioned, one can expand functions on A1

C on at the point z ∈ C using the
Taylor expansion.
In the same way one can expand a function on MaxSpec(Z) at the point p taking its p-adic
expansion.
If we formally complete such expansions (i.e. we let these expansions go to infinity) we
obtain the formal power series C[[x]] in the case of A1

C and the ring Zp in the case of
MaxSpec(Z). In a way that can be precised by formal algebraic geometry (see [Har77,
section II.9]), C[[x− z]] can be regarded as the ring of functions defined in an infinitesimal
neighborhood of the point z. Similarly Zp should be regarded as the ring of functions on
MaxSpec(Z) that are defined in an infinitesimal neighborhood of p. So Zp represents a
sort of “infinitesimal thickening” of Fp, because Fp constitute the functions defined on the
point p (the constant functions).
We report these analogies in the following table.

Space A1
C MaxSpec(Z)

Functions C[x] Z
Point (x− z) p

Evaluation mod (x− z) mod p
Values C Fp

Infinitesimal functions C[[x− a]] Zp
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4 Cohomology of varieties in characteristic p

In this section we see how p-adic numbers can be used to define cohomology theories for
affine algebraic varieties over Fp.
This section is a bit more technical so we assume that the reader is familiar with basic
algebraic geometry (the content of [Har77] for example), and with rigid geometry (like the
one explained in [Ber90]). Anyway we will try to keep the exposition as much down to
earth as possible.

Definition 4.1 An affine algebraic variety X over K is the zero locus of a polynomial
system in Kd, for d ∈ N.

Namely, if m ∈ N and if f1, . . . , fm ∈ K[x1, . . . , xd], we can define an algebraic variety
X as the zero set of the system 

f1(x1, . . . , xd) = 0

...
fm(x1, . . . , xd) = 0.

The system defining the variety corresponds to the ringed space

(3) Spec(K[x1, . . . , xd]/(f1, . . . , fm)),

The space (3) is constructed in a similar way as the space MaxSpec(Z) of section 3, as
the space of prime ideals of K[x1, . . . , xd]/(f1, . . . , fm), with ring of functions given by
K[x1, . . . , xd]/(f1, . . . , fm). We will identify X with such object.

Example 4.2 The affine variety Spec(Fp[x]/(x)) is the point corresponding to the origin
in A1

Fp .

By a cohomology theory on X we mean a sequence of algebraic invariants {Hi(X)}i∈N,
usually vector spaces, associated to X.
The construction of a cohomology theory cannot be accomplished via the usual methods
of algebraic topology, because
Spec(K[x1, . . . , xd]/(f1, . . . , fm)) is totally disconnected. What one can do is defining de
Rham cohomology for X.

4.1 Algebraic de Rham cohomology

One can define a de Rham complex Ω•X/K as in [Sta24, Tag 07HX]. This is done as in
the differential geometry setting, starting from the module of differential 1-forms Ω1

X/K .
Namely Ω1

X/K is the set whose elements are formal expressions of the type∑
i=1...,d

gidxi,

where gi is a function on X, for i = 1, . . . , d.
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Example 4.3 The module of differential forms of degree one over A1
Fp is Fp[x]dx, i.e. the

free module of rank 1 over Fp[x] generated by the differential dx. The de Rham complex
for A1

Fp is then

0! Fp[x]
∂
−! Fp[x]dx! 0,

where ∂ is the differential defined by ∂(f) = d
dxfdx, for f ∈ Fp[x].

Definition 4.4 Let X be an affine algebraic variety over K. The de Rham cohomology of
X, denoted by {Hi

dR(X)}i∈N, is defined to be the cohomology of the de Rham complex of
X. Explicitly

Hi
dR(X) = Hi(Ω•X/Fp).

But this is not a satisfactory theory in characteristic p. In fact if X is a variety over Fp,
the cohomology groups HdR

i(X) are all torsion, being vector spaces over Fp. This implies in
particular that de Rham cohomology for varieties over Fp is not a Weil cohomology theory
(see [Sta24, Tag 0FGS], for the definition of a Weil cohomology theory). This basically
means that de Rham cohomology is not suitable for doing arithmetic computations in
characteristic p.
Moreover de Rham cohomology behaves in an unpleasant way in characteristic p, as the
following example illustrates.

Example 4.5 One has that H1
dR(A1

Fp) 6= 0, because one cannot integrate differential
forms like xp−1dx (since p = 0). But one would expect the first cohomology group of an
affine line to be 0 as in topology.

To solve this problem one could then try to “lift” varieties over Fp to the infinitesimal
thickening of Fp, i.e. Zp, because Zp lives in characteristic 0.

4.2 Rigid convergent cohomology

LetX = Spec(Fp[x1, . . . , xd]/(f1, . . . , fm)) be an affine algebraic variety over Fp. To lift this
variety to characteristic 0 one can choose polynomials h1, . . . , hs in Zp[x1, . . . , xd] such that
hi = fi (mod p) for i = 1, . . . , d. Then define the variety X = Spec(Qp[x1, . . . , xd]/(h1, . . . , hm)).
Note that the points of X in Zpd are sended to the points of X in Fpd along the projection

(4) Zp
d ! Fp

d.

Thus X is a kind of infinitesimal thickening of X in characteristic 0. So it can be seen
as an infinitesimal “tube” around X that lives in characteristic 0. In particular it has the
same “shape” as X, and so we can expect it to have the same geometric properties of X,
in some sense.

Example 4.6 For the variety X = Spec(Fp[x]/(x)), we can choose the lift x ∈ Zp[x] of
x ∈ Fp, and so X would be the origin in A1

Qp .
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So one could try to define cohomology groups {Hi
lift(X)}i∈N on X as

(5) Hi
lift(X) = Hi

dR(X ),

for i ∈ N.
Unfortunately this construction does not work, because the cohomology groups {Hi

lift(X)}i∈N

depend on the choice of the his in general (but not if X is a smooth proper -so not affine-
scheme over Zp, see [BO83, Corollary 2.5].
This problem is solved enlarging this infinitesimal tube, using rigid geometry. Let X ↪! P
be an embedding of X into an affine smooth formal scheme over Zp, and let t1, . . . , tm be
respective lifts of f1, . . . , fm in P . Then we define the tube of X in P as the set

(6) {p ∈ PQp : |ti(x)| < 1, i = 1, . . . , d},

where PQp is the generic fiber of P . It is denoted by ]X[P . This is an actual tube as one
can see in the following example.

Example 4.7 The tube of Spec(Fp[x]/(x)) in A1
Qp is the open unit disk centered in the

origin: B1(0, 1−).

The tube for a more general X is formed attaching to X open unit disks centered in the
points of X.

Using this rigid analytic tube one can define the convergent rigid cohomology on X.

Definition 4.8 The rigid convergent cohomology groups of X are defined as

Hi
rig(X) = Hi

dR(]X[P ),

for i = 1, . . . , n.

It is indeed true that this definition does not depend on the embedding X ↪! P (this
basically follows from [LS07, Corollary 2.3.16]).

Example 4.9 The cohomology group H1
rig(Spec(Fp[x]/(x))) is equal to 0.

In fact the functions on B1(0, 1−) are the convergent series

Qp{{x}} =

{∑
i∈N

aix
i : limi!∞|ai|pεi = 0, for some ε ∈ R

}
.

So the de Rham complex of B1(0, 1−) is

0! Qp{{x}} ∂
−! Qp{{x}}dx! 0,

where ∂ is the differential defined by ∂(f) = d
dxfdx, for f ∈ Qp{{x}}. But the convergent

series can be integrated, and so H1
dR(B1(0, 1−)) = 0.
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In forthcoming work in collaboration with Federico Bambozzi and Bruno Chiarellotto
we will define a derived version of convergent rigid cohomology, for which the functions on
the disks forming the tubes will be the tempered functions. These are defined for Qp as

Qp[[x]]temp =

{∑
i∈N

aix
i : limi!∞|ai|p(i+ 1)−n = 0 for some n ∈ N

}
.

These kind of functions do not correspond to an open set of A1
Qp as a rigid analytic space.

But they are related to an open disk of the derived analytic space associated to A1
Qp in the

sense of [BBB16, Subsection 2.4].
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A sphere rolling on a plane:
a journey into nonholonomic mechanics

Mariana Costa Villegas (∗)

1 Introduction to mechanical systems

Lagrangian mechanics describes motion in a mechanical system by means of the configu-
ration space. A Lagrangian mechanical system is given by a manifold (the configuration
space) and a function on its tangent bundle (the Lagrangian).

Definition 1.1 The configuration space of a mechanical system is an n-dimensional
smooth manifold Q whose coordinates q1, ..., qn specify the configuration of the system.

The tangent bundle TQ is the space of positions and velocities and is 2n-dimensional.
Some examples of configuration manifolds for classical mechanical systems are:

(a) pendulum: Q = S1

(b) double pendulum: Q = S1 × S1

(c) rigid body: Q = SO(3)

The Lagrangian L : TQ ! R is a function on the tangent bundle of the configuration
manifold given by the kinetic minus the potential energy of the system. The motion of the
system is described by the Euler-Lagrange equations

d

dt

∂L

∂q̇i
− ∂L

∂qi
= 0, i = 1, ..., n.

The Euler-Lagrange equations are equivalent to a variational principle on a space of smooth
paths called Hamilton’s principle. This principle states that a path is a solution of the
Euler- Lagrange equations if and only if it is a stationary point of an action functional.
This fact has many important consequences in the study of Lagrangian and Hamiltonian
systems.

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 10 April 2024.

Università di Padova – Dipartimento di Matematica 106



Seminario Dottorato 2023/24

1.1 Constraints

Holonomic constraints. Holonomic systems are mechanical systems that are subject
to constraints which limit their possible configurations. Such constraints, when given as
constraints on the velocity, may be integrated and expressed as constrains on the configu-
ration variables. An example of an holonomic system is the pendulum, constrained by the
length of the string.

Nonholonomic constraints. Nonholonomic systems are systems with nonintegrable
constraints on their velocities. The constraints are given as constraints on the velocities
and cannot be expressed as constraints on the configuration variables. Essentially, non-
holonomic constraints restrict types of motion but not position.

An example of a nonholonomic system is the Chaplygin sleigh which consists of a rigid
body (a sleigh) in the plane supported by three points, two of which slide freely without
friction while the third is a knife edge. The knife does not allow motion perpendicular to
its edge but can slide in the direction parallel to it.

Since they restrict the possible velocities of the system, nonholonomic constraints are
described by nonintegrable distributions on the configuration space Q. We recall the
definition of integrable distributions below.

Definition 1.2 A distribution D on Q is an assignment q 7! DQ where Dq is a subspace
of TqQ such that around every point q0 ∈ Q there is a neighbourhood U of q0 such that
for all q ∈ U Dq = span{X1(q), ...Xk(q)} for smooth vector fields X1, ...Xk.

Definition 1.3 A distribution is integrable if there exists an integral manifold passing
through each q ∈ Q.

We remark that if the distribution is integrable, then the constraints are holonomic.

2 Linear nonholonomic systems

Nonholonomic systems are a generalization of classical Lagrangian and Hamiltonian sys-
tems in which one allows nonholonomic constraints. A nonholonomic system with linear
constraints is determined by

• A configuration space Q: an n-dimensional manifold

• A Lagrangian: a function on the tangent space of the configuration manifold L :
TQ! R given by L = T − U kinetic minus potential energy

• A constraint distribution D ⊂ TQ: a non integrable regular linear distribution of
rank r < n defined by

n∑
k=1

βak(q)q̇k = 0, a = 1, ..., r
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Lagrange D’Alembert principle. The equations of motion are given by

d

dt

(
∂L

∂q̇

)
− ∂L

∂qi
= Ri, i = 1, ...n,

where Ri are the components of the reaction force. In order to obtain an expression for Ri,
we need to use the Lagrange D’Alembert principle which assumes that the reaction force R
annihilates any possible displacement of the system. Namely, if q̇ satisfies the constraints,
then Riq̇i = 0.

Energy. If we define E(q, q̇) = q̇i ∂L
∂q̇i
− L, then if the constraints are satisfied, using

Riq̇
i = 0, it can be shown that E is a constant of motion. So in nonholonomic systems

with linear constraints the energy is preserved.

Remarks. In nonholonomic systems there is no variational principle and there is not a
Hamiltonian formulation. This gives rise to important differences between Hamiltonian and
nonholonomic mechanics. Whereas in Hamiltonian mechanics, Noether’s theorem gives a
way to link symmetries and first integrals, the mechanisms that relate symmetries with con-
served quantities in nonholonomic systems are not completely understood. For instance,
momentum is not always preserved for systems with symmetries in the nonholonomic set-
ting. Furthermore, unlike Hamiltonian systems, nonholonomic systems need not preserve
volume in the phase space. The Chaplygin sleigh is a classical example of a nonholonomic
system which exhibits dissipation.

2.1 Example: A sphere rolling without slipping on a plane

As a classical example of a nonholonomic system, let us consider the motion of a sphere of
radius r and mass m rolling without slipping on a horizontal plane.

The system. To study the problem, we fix a spatial frame Σs = {O; e1, e2, e3} such that
the horizontal plane Π contains the origin O and is spanned by the vectors e1, e2. We also
fix a body frame Σb = {C; E1,E2,E3} whose origin is the center of mass C of the sphere
and such that the vectors Ei are aligned with its principal axes of inertia.

We define the following points and vectors:

• C ′ is the geometric center of the sphere

• C is the center of mass

• O is the origin of the space frame

• P is the contact point

• u ∈ R3 are the coordinates of the vector
−−!
OC, connecting the origin of the spatial frame

and the center of mass, with respect to the spatial frame Σs

• x ∈ R3 are the coordinates of the vector
−−!
OP , connecting the origin of the spatial frame

and the contact point, with respect to the spatial frame Σs
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• ρ ∈ R3 are the coordinates of the vector
−−!
CP , connecting the center of mass and the

contact point, with respect to the body frame Σb

• γ = B−1e3 ∈ R3 are the coordinates of the unitary vector normal to the plane at the
contact point P , with respect to the body frame Σb

• ω ∈ R3 are the coordinates of the angular velocity vector with respect to the spatial
frame Σs

• Ω ∈ R3 are the coordinates of the angular velocity vector with respect to the body
frame Σb

Figure 1

The configuration manifold of the system is Q = SO(3) × R2 and a configuration is
determined by the pair (x, B) ∈ Q where since x ∈ Π, we may consider x = (x1, x2, 0) ∈
R2×{0}, and the attitude matrix B ∈ SO(3) determines the orientation of the body (i.e. it
is the change of basis matrix between the bases {ei} and {Ei} of R3). We recall (see [19])
that the space and body coordinate representations of the angular velocity are defined by
the left and right trivializations:

B−1Ḃ = Ω̂, ḂB−1 = ω̂,

where, for a ∈ R3, the notation â stands for the unique 3× 3 skew-symmetric real matrix
such that âb = a× b for all b ∈ R3, where × is the cross product in R3. It is well-known
that the mappingˆ: (R3,×)! so(3) is a Lie algebra isomorphism. From the definitions of
the vectors x,u and ρ, we have that

x = u− re3.

The tangent bundle of the configuration manifold has dimension 10 and is described
by TQ = SO(3) × R2 × R3 × R2, where we identify TSO(3) ≡ R3 by considering the left
trivialization of the Lie algebra of SO(3). A point on TQ is given by (B,x,Ω, ẋ).

The constraint of rolling without slipping is obtained by making the velocity at the
contact point equal to zero and is described by

u̇ = B(ρ×Ω).

It can be seen that this constraint defines two independent nonholonomic constraints.
Therefore, the phase space has dimension 8.
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Reduction. The system has an SE(2)-symmetry that corresponds to translations and
rotations of the plane Π. It can be checked that the Lagrangian L and the distribution D
of the system are invariant under the lift of the action of SE(2) on Q so the equations of
motion can be reduced by this symmetry. The reduced phase space has dimension 5.

Equations of motion. Using the Lagrange D’Alembert principle, we can find that the
reduced equations of motion are

Ṁ = M ×Ω +mρ̇× (Ω× ρ) +mgρ× γ
γ̇ = Ω× γ,

where M = IΩ +mρ× (Ω× ρ), I = diag(I1, I2, I3) is the inertia tensor and ‖γ‖2 = 1 .

Energy. The system has the energy first integral

E =
1

2
〈M ,Ω〉 −mg〈ρ,γ〉.

Integrable cases. To prove integrability of the system, according to the Euler-Jacobi
theorem, we would need two additional first integrals and a smooth invariant measure.
In the general case, without additional symmetries, there is no invariant measure and
no additional first integrals. The system is generally chaotic, however, there are some
known integrable cases. The case where the sphere is axially symmetric, known as Routh’s
sphere, was studied by Routh in 1884 and is known to be integrable [20]. The case of
the dynamically balanced sphere, where the center of mass corresponds to the geometric
center of the sphere, is known as the Chaplygin sphere and was proven to be integrable by
Chaplygin in 1903 [9].

A particular case of those two integrable cases, is the homogeneous sphere, a dynami-
cally balanced sphere with equal moments of inertia, I1 = I2 = I3. This system is integrable
and it can be shown that the homogeneous sphere moves in a straight line on the plane.

Variations. We may consider variations of this problem. For example, we may consider
a sphere rolling on a plane which is rotating or a sphere with a rotating shell rolling on a
fixed plane. This type of systems are nonholonomic, but the constraints are not linear in
the velocities but affine. There are some differences between linear and affine nonholonomic
systems which we will discuss in the following section.

3 Affine nonholonomic systems

A nonholonomic system with affine constraints is determined by a configuration space, a
Lagrangian and a constraint distribution. In this case, the distribution A ⊂ TQ is a non
integrable regular affine distribution defined by

A = D + Z, Mq = Dq + Z(q),

where D is the linear distribution and Z ∈ X(Q) is a vector field on the configuration
manifold.
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Moving energy. Nonholonomic systems with affine constrains do not in general preserve
the energy. However, as noticed in [13], if the affine terms correspond to the infinitesimal
generator of a continuous symmetry of the Lagrangian, then a modification of the energy,
which we term moving energy in accordance with [13, 11], arises as a first integral.

Remarks. More in general, the understanding of nonholonomic systems whose con-
straints are affine in the velocities, is much less developed than that of the linear non-
holonomic constraints. There is still a lot to be understood on the existence of momentum
type integrals and existence of invariant measure. Furthermore, there are less examples to
illustrate and guide these investigations.

3.1 Examples

Sphere rolling on a rotating plane. We may consider the system of a homogeneous
sphere rolling on a steadily rotating horizontal plane. This system has been largely con-
sidered in the literature, see [13] and the references therein. The nonholonomic constraint
is determined by setting the velocity at the contact point to be the velocity of the plane
at that point. This defines a nonholonomic affine constraint. The system may be reduced
by the SO(3) symmetry of the sphere, to a system with a 5-dimensional phase space. It
can be seen that the system is integrable and in fact, that the solutions of the reduced
system are periodic. The reduced system possesses four independent first integrals, one of
which is the moving energy. It can be shown that the trajectory of the sphere on the plane
describes a circle.

(a) Sphere rolling on a rotating plane (b) Sphere with a rotating shell rolling on a fixed plane

Figure 2

The sphere with a rotating shell rolling on a fixed plane. We consider an
analogous problem. We consider a homogeneous sphere rolling on a fixed horizontal plane
and we assume that the sphere has a thin massless shell which rotates steadily as shown
in Figure 2b. The system may be reduced by the SE(2)-symmetry of the plane to a 5-
dimensional phase space and it can be seen that the reduced system has three first integrals,
one of which is the moving energy, and a smooth invariant measure. It is therefore also
integrable.
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3.2 Anais billiard phenomenon

We consider the following problem described in [18] and shown in Figure 3a. Throw
an homogeneous ball rolling without slipping on a horizontal plane which has a rotating
circular disc and suppose that the ball goes in and out of the rotating disc. As we have
seen in Section 2.1, while the sphere is rolling on the fixed part of the plane, its trajectory
will follow a straight line. Meanwhile, as we saw in Section 3.1, when the ball enters the
rotating disc on the plane, it will follow a circular trajectory. When the ball goes out of
the disc it will go back to a linear trajectory and it has been shown that this trajectory
will be the exact prolongation of the initial one.

We consider an analogous problem shown in Figure 3b. Suppose that a sphere has a
thin shell of negligible mass, and assume that half of the shell is fixed while the other half
rotates steadily with respect to a reference frame attached to the center of the sphere. We
have shown that an analogous phenomenon occurs: the sphere is rolling in a rectilinear
trajectory until the rotating part of the shell comes in contact with the plane, then the
trajectory changes but when the contact point comes out of the rotating part, it goes back
to the exact initial rectilinear trajectory.

(a) (b)

Figure 3: Graphic representation of the Anais billiard phenomenon and its generalization.

4 Generalization

We now consider a convex rigid body with smooth surface S on the infinite horizontal
plane Π subject to the following constraint. We assume that there are two given vector
fields, V ∈ X(Π) and W ∈ X(S), which determine the velocity of the contact point. This
constraint is a generalization of the nonholonomic constraint of rolling without slipping.
The system is illustrated in Figure 4.

If both vector fields V and W vanish, we recover the problem of a convex body rolling
without slipping on the plane. In particular, if the convex body is a sphere we recover
the problem of a sphere rolling without slipping on a plane described in Section 2.1. Fur-
thermore, with specific choices of V and W we may recover the examples described in
Section 3.1.

Our motivation to consider the problem in its full generality (i.e. for arbitrary con-
vex body and arbitrary vector fields V and W ) is to illustrate dynamic phenomena that
could guide the development of the theory for existence of invariant measures, existence
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of first integrals, integrability and chaotic behaviour of mechanical systems with affine
nonholonomic constraints.

Figure 4: Graphic representation of the vector fields V on the plane Π and W on the surface S of the
convex body. The nonholonomic constraint specifies that the velocity of the contact point equals the sum
of both vector fields at that point.

The system. To study the system we consider the same definitions as in Section 2.1
and include the following observation that allows us to consider a more general shape of
the body. In this case, the vector u and x are related by the equation

(1) x = u+Bρ.

Following the approach of [6], since the surface S of the body is smooth and convex, it
guarantees that the Gauss map nb is a diffeomorphism. We may use the Gauss map
nb : S ! S2 ⊂ R3 of the surface of the body to obtain a functional relation between ρ and
γ:

(2) nb(ρ) = −γ, ρ = n−1
b (−γ).

We think of the vector field V ∈ X(Π) as the restriction to Π ⊂ R3 of a vector field
on R3 which is tangent to Π. For this reason, for each x ∈ Π, we will write V s(x) =
(V1(x), V2(x), 0) ∈ R3, as the coordinate expression of the vector field V with respect to
the spatial frame Σs. Similarly, we think of the vector field W ∈ X(S) as the restriction
to S ⊂ R3 of a vector field on R3 which is tangent to S. For this reason, denoting by
X the coordinates of vectors with respect to the body frame Σb, for each X ∈ S ⊂ R3,
we will write W b(X) = (W1(X),W2(X),W3(X)) ∈ R3, where the tangency condition
〈W b(X),nb(X)〉 = 0 holds for all X ∈ S ⊂ R3.

We emphasize that the coordinate expressions for the vector fields V and W are given in
distinct reference frames. V is naturally written the space frame Σs whereasW is naturally
written in the body frame Σb.
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Figure 5: Graphic representation of the vectors ρ,γ ∈ R3 (which are written with respect to the body
frame Σb = {C;E1,E2,E3}) and x,u ∈ R3 (which are written with respect to the spatial frame Σs =

{O; e1, e2, e3}).

Constraints. The velocity of the material point in contact with the plane, written in
the space frame Σs, is given by u̇+B(Ω× ρ). Therefore, the nonholonomic constraint is:

(3) u̇ = B(ρ×Ω) + V s(x) +BW b(ρ),

where x is expressed in terms of u, B and ρ by (1). It can be seen that (3) defines two
independent nonholonomic constraints. Therefore, the affine distribution A has dimension
8. We express A = D + Z where D ⊂ TQ is the linear distribution and Z ∈ X(Q) is a
vector field. These can be taken as

D = {(u, u̇, B,Ω) ∈ R3 × R3 × SO(3)× R3 : u̇ = B(ρ×Ω) and u3 = −〈ρ,γ〉 },(4a)
Z(u, B) = (V s(x) +BW b(ρ),0).(4b)

Equations of motion. Using the Lagrange D’Alembert principle we get the equations
of motion as the following.

Proposition 4.1 The equations of motion of the problem are

Ṁ = M ×Ω +mρ̇× (Ω× ρ) +mgρ× γ +m(B−1V s(x) +W b(ρ))× (ρ̇+ Ω× ρ),

(5a)

Ḃ = BΩ̂,

(5b)

u̇ = B(ρ×Ω) + V s(x) +BW b(ρ),
(5c)

where M = IΩ +mρ× (Ω× ρ−B−1V s(x)−W b(ρ)) and x = u+Bρ.

5 A dynamically balanced sphere

We consider the special case in which the surface of the convex body is spherical, with
radius r > 0, and the center of mass coincides with the geometric center. If both V and W
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vanish, we recover the classical Chaplygin ball problem [9] which is known to be integrable.
Other cases considered previously for non-vanishing V,W are found in [2, 17, 3]. Here we
consider the general case.

The relation (2) between ρ and γ is

(6) ρ = −rγ,

and (1) becomes

(7) x = u− re3.

In view of (6), we have γ × ρ = 0 and ρ̇ = ρ×Ω, so equation (5a) simplifies to

Ṁ = M ×Ω(8)

where in this case M = IΩ + mr2γ × (Ω × γ) + mrγ × (B−1V s(x) + W b(ρ)). This
simplification implies that the vectorM , as seen in the spatial frame Σs is constant. As a
consequence, we have.

Proposition 5.1 For any V ∈ X(Π) and W ∈ X(S), the system has first integrals

〈M ,α〉, 〈M ,β〉 and 〈M ,γ〉,

where the Poisson vectors α, β, γ are the rows of the attitude matrix B ∈ SO(3).

5.1 The case V = 0

When V = 0 the system has an SE(2)-symmetry and we can consider the reduced system.
The reduced equations of motion are

(9) Ṁ = M ×Ω, γ̇ = γ ×Ω,

with M = IΩ + mr2γ × (Ω × γ) + mrγ ×W b(ρ). As a consequence of Proposition 5.1,
the reduced system (9) has first integrals

(10) ‖M‖2, 〈M ,γ〉 and ‖γ‖2 = 1.

These first integrals are insufficient to conclude integrability of (9) using the Jacobi last
multiplier theorem [1], which would require existence of an additional independent first
integral and a smooth invariant measure.

5.1.1 Example: Chaplygin sphere with a rotating shell

Below we treat the simplest non-zero choice of W ∈ X(S), corresponding to the uniform
rotation of a light shell around a principal axis of inertia, which we assume to be the third
one. The corresponding form of W b is given by W b(ρ) = −rσγ ×E3.
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Poincaré map IfM and γ are not parallel, the first integrals (10) are independent and
their level sets are 3-dimensional submanifolds of the phase space R3 × S2. The dynamics
can be numerically investigated using a 2-dimensional Poincaré map. Below we present
some numerical experiments assuming 〈M ,γ〉 = 0 which lead us to conjecture that the
dynamics is chaotic.

(a) (b) (c)

Figure 6: Poincaré map for the dynamically balanced sphere with a rotating shell at 〈M,γ〉 = 0 with
I1 = 0.5, I2 = 2.5, I3 = 3, m = 1, r = 5, σ = 10.

Limit cases of the dynamics The numerical experiments in Figure 6 suggest that
the dynamics is approximately integrable when the non-dimensional parameter ε is taken
sufficiently large or small. Actually, we may prove that when ε ! ∞ the system is the
classical Chaplygin sphere rolling on a plane which is known to be integrable [9] and when
ε ! 0 the system has an additional first integral and a smooth invariant measure, it is
therefore integrable in virtue of Jacobi’s last multiplier theorem [1].

5.2 The case W = 0

Under the assumption that the vector field V s is divergence free, the system possesses an
invariant measure.

Proposition 5.2 Suppose divR2V s = 0. Then

1√
1−mr2〈γ, Aγ〉

dMdu dα dβ dγ

is an invariant measure.

Assuming distinct moments of inertia, Ij , and non-zero V s, we do not expect additional
first integrals and we expect the dynamics to be chaotic. We mention that [3] and [17]
describe examples of this system for particular vector fields V ∈ X(Π). In [3] the authors
considered a rotating plane, while [17] considers a horizontally vibrating plane. In both
cases, based on numerical explorations, those references concluded that the dynamics is
chaotic.
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6 A homogeneous sphere

We now assume that our convex body is a homogeneous sphere which puts us in the
framework of Section 5 with the additional hypothesis of equal moments of inertia I :=
I1 = I2 = I3. The equations of motion (5) may be rewritten as

Ṁ = M ×Ω, α̇ = α×Ω, β̇ = β ×Ω, γ̇ = γ ×Ω,(11)
u̇ = −rB(γ ×Ω) + V s(u) +BW b(γ),

where the Poisson vectors α, β, γ are the rows of the attitude matrix B ∈ SO(3) and we
have used equations (6) and (7) to write V s and W b as functions of u and γ.

The following proposition gives sufficient conditions for V s and W b to guarantee the
existence of an invariant measure whose form coincides with the one of the linear system.

Proposition 6.1 Suppose that divR2V s(x) and divS2W (γ) identically vanish, then the
system (11) possesses the invariant measure dM du dα dβ dγ.
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Collective periodic behaviors
in large-volume interacting particle systems

Elisa Marini (∗)

Abstract. In these notes, we will give an overview of collective periodic behaviors in large systems
of interacting components. Loosely speaking, such phenomena consist in nearly-periodic oscil-
lations which characterize the long-time dynamics of some macroscopic quantity of the system,
and which cannot be ascribed to any external periodic forcing applied to the system, nor to any
oscillatory behavior of its components, but rather arise from the interaction among these latter.
Although they are ubiquitous in real-world systems (they are observed for instance in neural net-
works, predator-prey dynamics, epidemiology), such behaviors are still poorly understood from a
theoretical standpoint. We will present a toy model of interacting diffusions displaying collective
oscillations. This will serve as an example of the mechanisms which may originate collective pe-
riodic behaviors and to give an idea of the mathematics involved in the rigorous study of such
phenomena.

1 Introduction

There exist a number of real-world systems - natural or artificial - comprised of a large
number of microscopic units (particles or individuals) which are able to self-organise and
give rise to coherent collective dynamics which are only perceived on a macroscopic scale,
that is, when one does not observe the single unit but the entire system. Local interactions
among the microscopic units of the system might originate collective dynamics which are
qualitatively different from those of the individual constituents of the system, and therefore
are not predictable by studying these latter individually.

A very common and particularly important example of such dynamics are collective
periodic behaviors. These occur when some macroscopic quantity (observable) of the
system shows almost-periodic oscillations which are persistent in time, despite the fact
that its individual components neither have any tendency to behave periodically on their
own, nor are subject to any external periodic forcing.

Similar behaviors are observed in a variety of real-world systems, for instance, in bi-
ology, ecology, socioeconomics, neuroscience (see Figure 1, which provides an example of

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 24 April 2024.
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collective periodicity observed in this last context).

Figure 1: Rest-state neural activity: when an individual is not engaged in focused mental work, neural
activity exhibits periodic oscillations. Roughly speaking, the state of each neuron can be described by a
quantity called membrane potential and neurons interact by exchanging signals. Each time the membrane
potential of a neuron grows beyond a certain threshold, that neuron emits a signal towards other neurons
connected to it - we say that it fires, or emits a spike. This affects the states of the receiving neurons and,
after a spike, the membrane potential of the neuron which has fired drops. Picture above: time on the
x-axis and (labeled) neurons on the y-axis. A blue dot is present at (t, i) whenever neuron i fires at time
t. Picture below: average activity of the system of neurons against time. Despite the absence of external
stimuli and the fact the individual neurons do not have periodic activity, neurons tend to synchronize.

However, their origin is still poorly understood from a theoretical standpoint.
From a mathematical perspective, all such systems are naturally modeled by considering

large families consisting of many interacting components (particles, individuals, . . . ). One
reasonably starts by prescribing each component’s dynamics: roughly speaking, the state
xi of the i-th component of the system will be described by a dynamical system, possibly
with some random term, of the kind

ẋi(t) = ẋi(t) = fi(xi(t)) + noisei i = 1, . . . , N

where here and in the sequel N will denote the number of components of the system (the
system size), fi stands for the deterministic vector field of particle i, and “noisei” denotes
some - for the moment generic - randomness in the evolution of particle i. So, we obtain
a system of SDEs for each particle. Then one can couple individual dynamics by adding
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interaction terms:

ẋi(t) = fi(xi(t)) + noisei + interactioni(x1(t), . . . , xN (t)).

This is a sketch of what an interacting particle system is. We remark that xi can take
both discrete or continuous values (e.g. Rd) and we will consider here a continuous-time
dynamics, but in general it is possible to study also discrete-time particle systems.

Within the framework of interacting particle systems, we will focus in these notes on
the following question: how can a family of interacting units generate a rhythm which is
inscribed nowhere in the single unit and without the aid of external periodic forcing?

In particular, we will give a concrete example of an interacting particle system display-
ing macroscopic periodic behaviors due to the joint action of noise and specific interaction
structure. But first, we will go through an overview on possible mechanisms which might
be responsible of these behaviors.

2 Overview of the literature

Various stylized models have been proposed to unveil the key mechanisms behind the
emergence of collective self-sustained rhythms. However, in most of them rigorous results
are hard to obtain, as the study ends up in looking for stable attractors of nonlinear
infinite-dimensional dynamical systems [8, 10].

Analytically tractable models can be obtained by considering mean-field interactions.
Within this context, the existence of periodic collective behaviors has been proved for
some classes of mean-field systems derived as perturbation of classical reversible models
from statistical physics by adding dissipation in the interaction term [3, 5, 6]. Within a
continuous-time Markovian dynamics, dissipation dampens the strength of the interaction
among particles during the time when no transition occurs and breaks the time-reversibility
of the system, which is incompatible with limit cycles. The simplest spin system within
this class is the dissipative mean-field Ising model proposed in [5]. Coupled diffusions
with dissipation have been considered in [3]. A contact process with dissipation has been
investigated in [6]. Beyond the mean-field setting, in [2] dissipation has been added to a one-
dimensional Ising model with nearest-neighbours interactions and emergence of rhythmic
behaviors was proved in that case as well.

Besides dissipation, and back to the mean-field framework, delay in the interactions
may also produce rhythmic behaviors, as highlighted in [7] for interacting Hawkes processes
and in [4] for spin models.

Finally, an interesting family of models, which has naturally emerged in applications,
is a multi-species extension of the Curie-Weiss model. It has been proved that having
two groups of spins with possibly different sizes and different inter- and intra-population
interactions suffices for the emergence of macroscopic oscillations [4]. In this regard, it is
interesting to examine how the interplay between interaction and noise can lead to the ap-
pearance of persistent oscillatory behaviors. Indeed, on the one hand it has been pointed
out ([4, 7, 14]) that a specific network structure may favor the emergence of collective
rhythms. On the other hand, many works ([12, 13, 10]) have shown how noise can lead to
the emergence of periodic laws in systems whose deterministic counterparts do not display
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any periodic behavior. Generally speaking, noise added to a deterministic dynamical sys-
tem may destabilize fixed points of the deterministic dynamics and create of favour limit
cycles.

The joint action of noise and the topology of the interaction network in generating
collective periodic behaviors is the object of the present notes. We will examine it in more
detail by considering the toy model studied in [11].

3 A frustrated network of interacting diffusions

In this section, we combine a specific topology of the interaction network with noise and
we present a toy model of frustratedly interacting diffusions that shows noise-induced
periodicity : in the infinite volume limit, in a certain range of interaction strengths, although
the system has no periodic behavior in the zero-noise limit, a moderate amount of noise
may generate an attractive periodic law. We stress right away that the peculiar feature
of the model under consideration is that the structure of the interaction network depends
on the noise in that it is the noise that switches on the interaction terms, thus leading to
periodic dynamics.

This model provides a concrete and intuitive example of an interacting particle system
featuring emergent collective periodic behavior.

3.1 Description of the interacting particle system

Let us consider a system of N particles moving on R. We divide the N particles into two
disjoint communities I1 and I2 of sizes N1, N2 respectively, and we denote by (x

(N)
i (t))N1

i=1

the positions of the particles of the first population at time t and by (y
(N)
j (t))N2

j=1 the
positions of the particles of the second population at time t, so that

z(N)(t) =
( Community I1︷ ︸︸ ︷
x

(N)
1 (t), x

(N)
2 (t), . . . , x

(N)
N1

(t),

Community I2︷ ︸︸ ︷
y

(N)
1 (t), y

(N)
2 (t), . . . , y

(N)
N2

(t)
)

represents the state of the whole system at time t.

Community I1 Community I2

θ22

θ11

θ21

θ12

Figure 2: Sketch of the interaction network. We divide particles into two populations, I1 and I2. θ11 (resp.
θ22) is the parameter tuning the strength of the interaction between any pair of particles in population I1
(resp. I2). That is, these parameters tune the strength of intra-population interactions. θ12 (resp. θ21)
tunes the strength of the influence of any particle of the second (resp. first) population over any particle
of the first (resp. second) one. We say that these parameters tune inter-population interactions. All
interactions parameters are constant in time.
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The interaction network is sketched in Figure 2, and in particular we will consider here
cooperative intra-population interactions (i.e. θ11, θ22 > 0) and frustrated inter-population
interactions (i.e. θ12θ21 < 0).

We also define two macroscopic quantities which are the average positions of the two
populations at time t and which we will show to exhibit a periodic behavior, in the ther-
modynamic limit:

m
(N)
1 (t) :=

1

N1

N1∑
j=1

x
(N)
j (t) m

(N)
2 (t) :=

1

N2

N2∑
j=1

y
(N)
j (t)

The dynamics of the particles are described by the following SDEs:

dx
(N)
j =

(
−
(
x

(N)
j

)3
+ x

(N)
j

)
dt− αθ11

(
x

(N)
j −m(N)

1

)
dt

− (1− α) θ12

(
x

(N)
j −m(N)

2

)
dt+ σdwj , for j = 1, . . . , N1

dy
(N)
j =

(
−
(
y

(N)
j

)3
+ y

(N)
j

)
dt− (1− α) θ22

(
y

(N)
j −m(N)

2

)
dt

− αθ21

(
y

(N)
j −m(N)

1

)
dt+ σdwN1+j , for j = 1, . . . , N2

(1)

where α := N1/N is the fraction of particles in the first population, (wi)
N
i=1 are N indepen-

dent standard Brownian motions and we assume without loss of generality that θ12 < 0,
while θ21 > 0: particles in the first population want to stay close to the average position of
the particles in the second population, and particles in the second population want to do
the contrary. Moreover, σ ≥ 0 tunes the amount of noise in the system. This is a concrete
example of an interacting particle system.

Remark 3.1 Existence and uniqueness of a strong solution to (1) can be established via
the Khasminskii criterion ([9]), by taking the norm-like function

V (z(N)) =
1

N1

N1∑
i=1

[
(x

(N)
i )4

4
+

(x
(N)
i )2

2

]
+

1

N2

N2∑
i=1

[
y

(N)
i

4
+
y

(N)
i

2

]
.

To have an insight of what we might expect from the dynamics in (1), let us consider two
representative particles, one for each population, whose positions x(N)

1 and y(N)
1 obey the

first and second equations in (1) respectively. In the first place, they will be both subject
to a deterministic vector field coming from a double well potential. In the absence of any
other term, particles would be attracted towards one of the equilibria of this deterministic
vector field ((0, 0), (1, 1), (−1,−1)). Second, each of the two particles under consideration
will tend to conform to the average position of the respective population, m(N)

i , i = 1, 2

(since θ11, θ22 > 0, cooperative intra-population interactions). Then, x(N)
1 will be attracted

towards the average position of the second population - as the coefficient −(1− α)θ12 < 0

-, whereas y(N)
1 will tend to steer away from the average position of the first population
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- as −αθ21 > 0. Last, the diffusive effect of the Brownian noise, which tends to spread
particles in independent random directions, is tuned by the diffusion coefficient σ.

Now, imagine to initialize all the particles at the same position, namely, x(N)
i (0) =

y
(N)
j (0) = m

(N)
1 (0) = m

(N)
2 (0) = z0 for all i = 1, . . . , N1, j = 1, . . . , N2, and imagine that

σ = 0. Then all the interaction terms in (1) will remain equal to zero and particles will
move together following the deterministic vector field and ending up in one of its equilibria.
On the contrary, if σ > 0, even if initialized all at one of the stable fixed points of the
cubic vector field, particles will start to diffuse away from the equilibrium in different,
independent directions. In turn, the interaction terms will become different from zero,
and, as the inter-population interaction coefficients have opposite signs, the rest states
of the two populations will become incompatible, so they will form a frustrated pair of
systems.

Overall, intuitively, it is the interplay between the frustrated interaction network and
noise which might generate collective periodic behaviors in this model. However, the role
of the noise seems to be crucial in this sense, since it is the noise that “switches on” the
interaction terms, generating dynamical frustration.

This feature is a hallmark of the so-called phenomenon of noise-induced periodicity, and
numerical simulations corroborate and complete this picture, as shown in Subsection 3.2.

3.2 Numerical evidence in favor of the emergence of collective rhythms

Numerical simulations of the dynamics in (1) give evidence of the noise-induced periodicity
phenomenon: in appropriate parameter regimes, where the noise intensity σ is tuned at
an intermediate value, the average positions of the two populations display an oscillatory
behavior. An example of this is reported in Figure 3.

0 100 200 300
-2

-1

0

1

2

-2 -1 0 1 2
-2

-1

0

1

2

Figure 3: Numerical simulations of the particle system (1). Left: sample trajectory of m(N)
2 against

time. Right: (m
(N)
1 (t),m

(N)
2 (t)) in the phase space of the empirical averages. Parameters: 106 iterations,

time-step dt = 0.005, N = 1000, α = 0.5, θ11 = θ22 = 8, θ12 = 4, θ21 = −8, σ = 0.1.
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On the contrary, when σ = 0, no oscillatory behaviors are observed, and the system is
attracted to a fixed point, confirming the heuristics given above (see Figure 4).
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Figure 4: Numerical simulations of (1) with σ = 0. Same parameters as in Figure 3. Different instances of
initial conditions.

Last, letting σ � 1 completely alters the dynamics, which essentially becomes a Brow-
nian motion.

3.3 The thermodynamic limit: propagation of chaos

The picture given by numerical simulations can be made rigorous if we study the limit of
(1) as the system size N tends to infinity (thermodynamic limit).

Consider the following system:

dx =
[
−x3 + x− αθ11 (x− E[x])− (1− α)θ12 (x− E[y])

]
dt+ σdw1

dy =
[
−y3 + y − αθ21 (y − E[x])− (1− α)θ22 (y − E[y])

]
dt+ σdw2

(2)

where E stands for the expectation with respect to the probability measure L(x(t), y(t))
and (w1(t))t≥0 and (w2(t))t≥0 are two independent standard Brownian motions.

Remark 3.2 The existence and pathwise uniqueness of a strong solution to (2) can be
proved essentially via standard Picard iteration and contraction arguments (Gronwall’s
lemma) respectively. See [11].

We can prove via coupling arguments (see [11]) the following theorem.

Theorem 3.1 (Propagation of Chaos)
Fix T > 0. Let (x

(N)
1 (t), . . . , x

(N)
N1

(t), y
(N)
1 (t), . . . , y

(N)
N2

(t))t∈[0,T ] be the solution to (1) with
an initial condition satisfying the following requirements:
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• the collection (x
(N)
1 (0), . . . , x

(N)
N1

(0), y
(N)
1 (0), . . . , y

(N)
N2

(0)) is a family of independent
random variables.

• the random variables (x
(N)
1 (0), . . . , x

(N)
N1

(0)) (resp. (y
(N)
1 (0), . . . , y

(N)
N2

(0))) are identi-
cally distributed with law λx (resp. λy). We assume that λx and λy have finite second
moment.

• the random variables x(N)
j (0) and y(N)

k (0) are independent of the Brownian motions
((wi(t))t∈[0,T ])

N
i=1 for all j = 1, . . . , N1 and k = 1, . . . , N2.

Moreover, let (x1(t), . . . , xN1(t), y1(t), . . . , yN2(t))t∈[0,T ] be the process whose entries are
independent and such that ((xj(t))t∈[0,T ])

N1
j=1 (resp. ((yk(t))t∈[0,T ])

N2
k=1) are copies of the

solution to the first (resp. second) equation in (2), with the same initial conditions and the
same Brownian motions used to define system (1). Here, “the same” means component-
wise equality.
Define the index sets I = {i1, . . . , ik1} ⊆ {1, . . . , N1}, with |I| = k1, and J = {j1, . . . , jk2} ⊆
{1, . . . , N2}, with |J | = k2. Then, we have

(3) lim
N!+∞

E

[
sup
t∈[0,T ]

∣∣∣z(N)
k1,k2

(t)− zk1,k2(t)
∣∣∣] = 0,

with |z| the `1-norm of a vector z, z
(N)
k1,k2

(t) = (x
(N)
i1

(t), . . . , x
(N)
ik1

(t), y
(N)
j1

(t), . . . , y
(N)
jk2

(t))

and zk1,k2(t) = (x1(t), . . . , xk1(t), y1(t), . . . , yk2(t)).

Remark 3.3 Theorem 3.1 claims that, for all T > 0 and t ∈ [0, T ], any random vector of
the form (x

(N)
i1

(t), . . . , x
(N)
ik1

(t), y
(N)
j1

, . . . , y
(N)
jk2

(t)) converges in distribution, as N !∞, to a
vector (x1(t), . . . , xk1(t), y1(t), . . . , yk2(t)), whose entries are independent random variables
such that (xi)

k1
i=1 are copies of the solution to the first equation in (2) and (yj)

k2
j=1 are

copies of the solution to the second equation in (2). This is usually referred to as the
phenomenon of the Propagation of Chaos: starting from i.i.d. initial conditions, asN !∞,
independence propagates in time, in the sense that the evolution of each particle remains
independent of the evolution of any finite subset of the others, despite interactions. This
is coherent with the fact that individual units interact only through the empirical means
of the two populations, over which the influence of a finite number of particles becomes
negligible when taking the infinite volume limit (mean-field interaction).

Furthermore, Theorem 3.1 yields in the limit two representative equations, one for
each population, such that the trajectory of any particle inside population I1 (resp. I2) is
well-approximated, in the limit as N ! +∞, by the trajectory of a single, representative
particle obeying the first (resp. second) equation in (2).

System (2) is a system of two McKean-Vlasov SDEs, hence, it can have solutions with
periodic law ([12, 13]). It is however very hard to gain insight into its long-time behavior
or to find periodic solutions as the problem is infinite dimensional, due to the presence of
nonlinearity and noise.
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Despite this, as a first step, we can study system (2) in the absence of noise and show
that, when σ = 0, no limit cycle is present, hence the solution to system (2) has no periodic
behaviors ([11]).

Furthermore, we can have insight into the behavior of system (2) for σ > 0 by means
of a suitable approximation, as explained in the next subsection.

3.4 Gaussian approximation

It can be easily seen, by applying Itô’s formula, that the p-th moments of x(t) and y(t)
solutions to (2) - which we will denote by mx

p(t) := E[xp(t)] and my
p(t) := E[yp(t)] -, satisfy

the following equations:

dmx
p

dt
= −pmx

p+2 + pmx
p − αθ11p

(
mx
p −mx

1 m
x
p−1

)
− (1− α) θ12p

(
mx
p −my

1 m
x
p−1

)
+ σ2

2 p(p− 1)mx
p−2

dmy
p

dt
= −pmy

p+2 + pmy
p − αθ21p

(
my
p −mx

1 m
y
p−1

)
− (1− α)θ22p

(
my
p −my

1 m
y
p−1

)
+ σ2

2 p(p− 1)my
p−2.

(4)

Then, we have the following result, proved in [11].

Theorem 3.2 (Gaussian approximation) Fix T > 0. Let ((x(t), y(t)) , 0 ≤ t ≤ T ) solve
Equation (2) with deterministic initial conditions x(0) = x0 and y(0) = y0. There exists a
Gaussian Markov process ((x̃(t), ỹ(t)) , 0 ≤ t ≤ T ) with x̃(0) = x0 and ỹ(0) = y0 satisfying
the properties:

1. The first two moments of x̃(t) and ỹ(t) satisfy the respective equations in (4) for
p = 1, 2.

2. For all T > 0, there exists a constant CT > 0 such that, for every σ > 0, it holds

E

[
sup
t∈[0,T ]

{|x(t)− x̃(t)|+ |y(t)− ỹ(t)|}
]
≤ CTσ2.

This means that the processes (x̃(t), 0 ≤ t ≤ T ) and (ỹ(t), 0 ≤ t ≤ T ) are simultane-
ously σ-closed to the solutions of (2).

Theorem 3.2 claims that, in the presence of an appropriate amount of noise, the solution
(x(t), y(t))t≥0 to system (2) can be approximated - over any finite time interval [0, T ] - by a
pair of independent Gaussian processes (x̃(t), ỹ(t))t∈[0,T ] whose means and variances obey
the same equations satisfied by the means and variances of x and y ([11]). It also provides
the explicit (deterministic) equations for the mean and variance of those processes.

In this way, we can reduce the study of the infinite-dimensional system (2) to the
study of a four-dimensional system of ODEs - the equations E[x̃(t)], E[ỹ(t)], V ar[x̃(t)],
V ar[ỹ(t)]. Such dynamical system undergoes a Hopf bifurcation as σ crosses a critical
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value (i.e., moving σ across some critical threshold, a stable fixed point loses stability and
a stable periodic orbit arises in its place). Hence, as a consequence, in a certain range of
the noise intensity, system (4) has a limit cycle as a long-time attractor, implying that the
laws of the Gaussian processes are periodic. This confirms the presence of a periodic law for
system (2) and yields a good qualitative description of the emergence of the self-sustained
oscillations observed for system (1).

1.65
-0.5

0.0

0.5

1.0

1.5

Figure 5: A Hopf bifurcation for a dynamical system at an equilibrium point can be detected by checking
whether a pair of complex eigenvalues of the linearized system around the equilibrium crosses the imaginary
axis as some parameter of the system changes. Here we plot the real and imaginary parts of one eigenvalue
of the linearized system for the means and variances of the Gaussian processes x̃ and ỹ. See [11] for further
details.

4 Conclusion

We have seen that collective periodic behaviors are ubiquitous in real-world systems.
Nonetheless, the identification of minimal hypotheses needed to observe them is still an
object of research.

Through the analysis of a toy model of interacting diffusions, we have deepen the
study of how the interplay between a simple interaction network and noise might generate
sustained rhythms. In particular, we have seen that the role of the noise is crucial, in this
model, to generate interesting behaviors: despite the frustrated interaction network, no
collective behavior is observed in the zero-noise limit system, whereas this latter can have
a periodic law when the noise intensity crosses a certain threshold. This phenomenon goes
under the name of noise-induced periodicity.
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Differential games and large population limits
beyond the classic Mean-Field setting

Davide Francesco Redaelli (∗)

Abstract. Differential game theory is a branch of mathematics that touches many fields such as
control and game theories, probability, stochastic and partial differential equations. An interesting
aspect of it is studying strategies of the players that are optimal in that they produce a situation of
equilibrium, for example in the famous sense due to Nash, and also seeing what happens when the
number of players grows and possibly becomes infinite. These pages try to give a brief introduction
to the theory aimed at a wide audience of mathematicians possibly unaware of the subject, with
the final purpose of presenting the main topics which my doctoral research focused on.

1 What’s a differential game?

Consider a controlled equation of the form
dXt

dt
= b(t,Xt, αt), t ∈ [0, T ]

X0 = x0,

where X : [0, T ] ! R is the state variable, b : [0, T ] × R × R ! R is the drift (given) and
α : [0, T ]! R is the control. The idea behind this terminology is that it is possible to choose
a control in order to affect the trajectory of X, but why should one want to? Because the
controlled equation is coupled with a cost of the form

J(α)
def
=

ˆ T

0
L(t,Xt, αt) dt,

for some function L : [0, T ]× R× R! R (referred to as the running cost), and one wishes
to minimise such a cost, the way to do that being through the choice of α. So we can
think that the state variable can represent any quantity that affects the cost and imagine

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 9 May 2024.
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that there’s a player that can choose its(1) control function in order to reduce its cost by
modifying its state.

Suppose now that we are given N controlled equations
dXi

t

dt
= bi(t,X1

t , . . . , X
N
t , α

i
t), t ∈ [0, T ]

Xi
0 = xi0,

i = 1, . . . , N,

and corresponding N costs

J i(α)
def
=

ˆ T

0
Li(t,X1

t , . . . , X
N
t , α

i
t) dt, i = 1, . . . , N,

for some bi, Li : [0, T ] × RN × R ! R. This is what we call an N -player differential game.
Each index i corresponds to a different player, who can choose its control αi in order to
minimise its cost J i. This is done simultaneously by all players, so the “game”-component
consists in the players competing with each other in order to minimise their costs, which
depend on all states and thus all controls. The “differential”-component consists in the
underlying differential equations governing the states of the players: the game is not one-
shot but develops on the whole time interval [0, T ] in such a way that each player has to
choose its strategy at any time, possibly adapting it to the behaviour of the other players.

1.1 Nash equilibria

At this point it should be fairly clear that when studying differential games the focus is
placed on the strategies of the players, namely how they choose their controls. In particular,
we are usually interested in strategies that are optimal, in a suitable sense which was first
formalised by J. F. Nash, Jr within the theory of noncooperative games. We say that a set
of strategies (α1, . . . , αN ) is a Nash equilibrium for the game if, for all i ∈ {1, . . . , N} and
for any strategy β adopted by the i-th player,

J i(α−i, αi) ≤ J i(α−i, β),

where α−i is the vector α deprived of the i-th coordinate. This means that we are in a
situation of Nash equilibrium if no player can have an advantage (that is, lessen its cost)
by unilaterally changing its strategy.

This notion of equilibrium strongly depends upon the pieces of information available to
the players and how they can use them; that is, the above definition of a Nash equilibrium
can only make sense once we have properly defined the nature of the frozen strategies α−i,
so it is necessary to specify how the players update their controls when one of them changes
its strategy. We shall consider two main different models: the open-loop model and the
(Markovian) closed-loop model.

(1)As stated in [3, Remark 2.1], the biological genders of the players ‘have no bearing on what we are
interested in, and keeping track of grammatical genders can only be a hindrance and a distraction. [ . . . ]
As a result, we shall treat the players as genderless.’
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1.1.1 Open-loop Nash equilibria

If the players cannot update their strategies by adapting their controls to the states of the
other players, we talk about open-loop strategies. This means that the admissible controls
are of the form

αit = φi(t, x0),

for some function φi : [0, T ]× RN ! R: that is, they depend only on the instant t in time
and on the initial position x0 of the players. In this case, when the i-th player changes its
strategy from αi to β (that is, from φi to some other φ̃i) while the other players keep their
strategies α−i, the state of the system will be affected (note that bj depends on Xi even
if j 6= i), yet the controls of the other players won’t, as their strategies don’t see the state
Xi
t .

1.1.2 Closed-loop Nash equilibria

If the players can update their strategies by adapting their controls to the states of the
other players, we talk about closed-loop strategies. This means that the admissible controls
are of the form

αit = φi(t, x0, X
1
t , . . . , X

N
t )

for some φi : [0, T ]×RN ×RN ! R. In this case, when the i-th player changes its strategy
by using a different φi, the controls of the other players will be affected, even if they don’t
change their strategies! This happens because, for the j-th player (j 6= i), keeping a strategy
means fixing φj , and not the resulting control αj , which will in fact change because of the
changes in the value of the state, since φj is a function of Xi

t .
It is important to emphasise that in open-loop models, when a player makes a decision,

it may not be able to take into account the plays of its opponents since its decisions can
only be functions of the initial state. In closed-loop models, instead, past plays, as they
impact on the values of the state, become part of the common knowledge of the players,
who can then react to them. This should give an insight on why open-loop equilibria are
less realistic but also more mathematically tractable than closed-loop equilibria; indeed, in
the former case, players need not consider how their opponents would react to deviations
from the equilibrium. On the other hand, one should expect that when the impact of the
players on their opponents’ costs is small, open-loop and closed-loop equilibria should be
almost the same.

2 How’s a differential game related to partial differential equations?

2.1 The 1-player game

Let’s go back to the starting controlled system, which is basically a 1-player game. Given a
set A of admissible controls (for example, open-loop controls or closed-loop controls, with
values in some compact set A ⊂ R) we define the value function u of the player as follows:

Università di Padova – Dipartimento di Matematica 132



Seminario Dottorato 2023/24

for any t ∈ [0, T ] and x ∈ R,

u(t, x)
def
= inf

α∈A

ˆ T

t
L(s,Xs, αs) ds,

where X solves

(2.1)


dXs

ds
= b(s,Xs, αs), s ∈ [t, T ]

Xt = x.

The value function is the main tool that indicates how the player should choose its control
in order to play optimally. The starting point to show that is the so-called dynamic
programming principle: it states that

u(t1, Xt1) = inf
α∈A

(ˆ t2

t1

L(s,Xs, αs) ds+ u(t2, Xt2)

)
∀ t1 < t2.

Its interpretation is that, in order to play optimally at time t1, the player does not need
to predict the whole future strategy if it knows what would be the minimum cost at some
future time t2: in this case it is enough to focus on the optimisation between t1 and t2.

Clearly this is interesting as t1 and t2 can be taken arbitrarily close to one another,
so that in the limit as t2 − t1 ! 0+ the fundamental consequence is that the player only
needs to know the current state (that is, the state at time t = t1) and play accordingly.
Indeed, if we take t1 = t and t2 = t+ h we have, by Taylor’s expansion as h! 0+,

u(t,Xt) ∼ inf
α∈A

(ˆ t+h

t
L(s,Xs, αs) ds+ u(t,Xt) +

(
∂tu(t,Xt) + ∂xu(t,Xt) ·

dXt

dt

)
h

)
;

that is, dividing by h and recalling the equation of Xt,

inf
α∈A

(
1

h

ˆ t+h

t
L(s,Xs, αs) ds+ ∂tu(t,Xt) + ∂xu(t, x) · b(t, x, αt)

)
−−−−!
h!0+

0.

So, letting h! 0+ we obtain

(2.2) −∂tu(t, x)− inf
α∈A

(
L(t, x, αt) + ∂xu(t, x) · b(t, x, αt)

)
= 0,

where αt ∈ A can be arbitrarily chosen. Then if one defines the Hamiltonian H : [0, T ] ×
R× R! R as

H(t, x, p)
def
= sup

a∈A

(
−L(t, x, a)− p · b(t, x, a)

)
,

equality 2.2 reads as the following Hamilton–Jacobi equation:

−∂tu(t, x) +H(t, x, ∂xu(t, x)) = 0, (t, x) ∈ [0, T ]× R.

Note that this partial differential equation is backward in time as the very definition of u
gives us the terminal condition u(T, x) = 0 for all x ∈ R.
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At this point, we have associated a partial differential equation to our game, but why
is this useful? Let α∗(t, x) be a maximum point in the definition of H(t, x, ∂xu(t, x)); that
is,

H(t, x, ∂xu(t, x)) = −L(t, x, α∗(t, x))− ∂xu(t, x) · b(t, x, α∗(t, x)).

By a so-called verification theorem it is possible to prove that if Xo solves (2.1) with
αs = αos

def
=α∗(s,Xo

s ), then

u(t, x) =

ˆ T

t
L(s,Xo

s , α
o
s) dt;

this means that the control αo that we’ve built using α∗ is optimal for the player, as
it minimises its cost. Therefore, in order to determine the optimal trajectory Xo one
basically needs to know the optimal drift b(t, x, α∗(t, x)) (that is, the drift computed at
α = α∗), and here the Hamilton–Jacobi equation comes into play: if α∗(t, x) is unique,
then the optimal drift can be computed by knowing (the gradient of) the solution u, as
the envelope theorem(2) tells us that

(2.3) b(t, x, α∗(t, x)) = −∂pH(t, x, ∂xu(t, x)).

2.2 The N -player game

This deduction of an associated Hamilton–Jacobi equation can be done for the N -player
game as well. Note that the definition of a Nash equilibrium tells us that, if αo =
(αo,1, . . . , αo,N ) is a set of optimal strategies, then

J i(αo) = inf
αi∈A

J i(αo,−i, αi) ∀ i ∈ {1, . . . , N};

that is, αo,i is optimal for the i-th player who plays a 1-player game with cost

J̃ i(αi) = J i(αo,−i, αi)

and state equation
dXi

t

dt
= bi(t,Xo,1

t , . . . , Xi
t , . . . , X

o,N , αit),

where the trajectories of Xo,j for j 6= i are determined by the “frozen” controls αo,j . Then
we can define the value function of the i-th player

ui(t, x)
def
= inf

αi∈A

ˆ T

t
Li(s,Xo,−i

s , Xi
s, α

i
s) ds

and proceed in analogy to what we did before. In the end, we obtain a system of N
Hamilton–Jacobi equations

−∂tui(t, x) + H̃ i(t, x,Dxu
i(t, x)) = 0, (t, x) ∈ [0, T ]× RN ,

(2)Given f = f(a, x) : A× R ! R continuous with ∂xf continuous, the function F (x)
def
= supa∈A f(a, x) is

differentiable at each x such that arg maxa∈A f(a, x) is a unique point a∗(x), with ∂xF (x) = ∂xf(a∗(x), x).
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where Dx
def
= (∂x1 , . . . , ∂xN ) and H̃ i : [0, T ]× RN × RN ! R is given by

H̃ i(t, x, p)
def
= sup

a∈A

(
−Li(t, x, a)− pi · bi(t, x, a)

)
−
∑
j 6=i

pj · bj(t, x, αo,jt ).

Now we can define a reduced Hamiltonian

H i(t, x, pi)
def
= sup

a∈A

(
−Li(t, x, a)− pi · bi(t, x, a)

)
and use relation (2.3) to obtain

(2.4) bi(t, x, α∗,i(t, x)) = −∂pH i(t, x, ∂xiu
i(t, x));

but we have said that α∗,i gives the optimal controls, so α∗,i(t, x) = αo,it , and this holds
by symmetry also for j 6= i. Then the Hamilton–Jacobi equations take the following form,
which we call the Nash system:

(2.5) −∂tui(t, x) +H i(t, x, ∂xiu
i(t, x)) +

∑
j 6=i

∂pH
j(t, x, ∂xju

j(t, x)) · ∂xjui(t, x) = 0.

This is a system of backward partial differential equations, strongly coupled due to the
presence of the sum over j, and it is what one has to study when considering closed-loop
equilibria.

On the other hand, in the case of open-loop equilibria with bi independent of xj for
j 6= i, the system can be simplified as we consider only controls that do not see the states of
the other players. This translates in assuming that ui(t, x) = ui(t, xi), thus implying that
each term in the “bad sum” vanishes; also, as the left-hand side of (2.4) can depend only
on xi, the Hamiltonian has to have the form H i(t, x, pi) = Hi(t, xi, pi) − F i(t, x). Then,
recalling that xj = Xo,j

t , we can reduce the Nash system to

(2.6) −∂tui(t, x) +Hi(t, x, ∂xui(t, x)) = F i(t, x,Xo,−i
t ), (t, x) ∈ [0, T ]× R,

where Xo solves
dXo,i

t

dt
= −∂pHi(t,Xo,i

t , ∂xu
i(t,Xo,i

t )).

In any case, however, one needs to deal with a system of N Hamilton–Jacobi equations.
This becomes harder and harder as N grows, but in the limit, when “N =∞”, some effects
can appear that reduce the number of equations . . .

3 What if the number of players grows? (Mean-Field regime)

The key idea of J.-M. Lasry and P.-L. Lions and of M. Huang, R. P. Malhamé and
P. E. Caines was to study differential games with many players in analogy to mean-field
models in statistical mechanics, that were developed to analyse the behaviour of many
particles interacting with each other through aggregated (averaged) quantities. Given this
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analogy, the first two mathematicians introduced the terminology of Mean-Field Games to
designate the newborn theory.

The two crucial features of the Mean-Field setting are that players are indistinguishable
from one another and the impact of the behaviour of each single player on the others is
negligible as N ! ∞ (so one also calls small players the infinitely many players that one
gets in the limit).

This latter fact exemplifies with players seeing each other through aggregate quantities,
such as the averaged state of the system; that is, for example, the drift of the i-th player
can be of the form

bi(t, x) =
1

N − 1

∑
j 6=i

bi(t, xi, xj),

so that the “impact” of player j is of order 1/N , thus vanishing as N ! ∞. Here we’ve
dropped the dependence on the control in order to discuss the simpler setting of a pure
interacting particle system.

On the other hand, indistinguishability requires that players be interchangeable, so
bi = b for all i, for some “common” drift b. This gives the game a lot of symmetry. So, if in
addition all players start from the same position it should be clear that their trajectories
will all be the same as that of a representative player whose state evolves according to the
following equation:

(3.1)
dX1

t

dt
=

1

N − 1

∑
j 6=i

b(t,X1
t , X

j
t ) = b(t,X1

t , X
1
t ),

where the latter equality follows from the fact that Xj = X1 for all j.
This situation can seem rather trivial as it is in fact true for any fixed N ; nevertheless,

in differential games the states of the players are usually governed by stochastic differential
equations, and not ordinary ones. We’ve decided to stick to ordinary (or deterministic, or
“noiseless”) differential equations in order to simplify our presentation so far. Let us now
mention that in the stochastic framework one has (for example, in the case of the first
controlled equation we’ve presented) an equation like

dXt = b(t,Xt, αt) dt+ dBt; that is, Xt = X0 +

ˆ t

0
b(s,Xs, αs) ds+Bt,

where Bt is a Brownian motion, which models the presence of a “noise” affecting the state
X. As a consequence, X is a stochastic process (that is, Xt is a random variable at any
time t). Then, “having the same initial position” translates into “having the same initial
distribution” and, very roughly speaking, the second equality in (3.1) is recovered in an
appropriate way for N =∞ via the Law of Large Numbers.

More precisely, if the Xj
t are independent and identically distributed, then by the Law

of Large Numbers,

1

N − 1

∑
j 6=i

b(t,Xi
t , X

j
t ) −−−−!

N!∞
Ẽ
[
b(t,Xi

t , X̃
1
t )
]
,
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where X̃i
t is an independent copy of Xi

t and Ẽ is the expectation with respect to such a
copy; that is, the drift of the i-th player tends toˆ

R
b(t,Xi

t , y) dmt(y), with mt
def
=L(X1

t ) (the law of X1
t ),

and so Xi = X1 for all i as they all evolve according to the same equation. However,
we must note that the Xj

t are identically distributed due to the assumption, yet they are
not independent. The fact that this reduction to a single equation is actually possible
is a consequence of a crucial phenomenon that happens, which goes under the name of
propagation of chaos. By this we mean that, due to the structure of the interactions, the
states of the players in fact become “more and more independent” as the number of players
grows, so that our heuristic application of the Law of Large Numbers eventually produces
a faithful result.

3.1 Open-loop case: the Mean-Field system

When the players become infinitely many, according to the foregoing arguments, in the
open-loop case that we considered we obtain a sole “state equation” of the form

dXt = b(t,Xt,L(Xt), αt) dt+ dBt,

which describes the evolution of the equilibrium distribution of the players, provided that α
is chosen as the optimal control that we identified in the previous discussion. Also, in order
to adopt a pure partial differential equation viewpoint, it can be shown that mt

def
=L(Xt)

solves in the sense of distributions the following Fokker–Planck equation:

(3.2) ∂tm− 1
2 ∂

2
xxm+ ∂x(mb(t, x,m, αt)) = 0.

On the other hand, if similar Mean-Field assumptions are made also on the dependence
of the costs on the states of the players, system (2.6) “tends to” a single Hamilton–Jacobi
equation of the form

(3.3) −∂tu(t, x)− 1
2 ∂

2
xxu(t, x) +H(t, x, ∂xu(t, x)) = f(t, x,mt),

where the second-order derivative ∂2
xx (also in (3.2) above) appears not as a result of the

limit but when deriving the equation starting from the stochastic differential equation
instead of the ordinary one.

Finally, remember that the optimal drift and the value function are related by equal-
ity (2.4), so the Nash equilibrium of the Mean-Field game is described by the following
system of a backward Hamilton–Jacobi equation and a forward Fokker–Planck equation
on [0, T ]× R: {

−∂tu− 1
2 ∂

2
xxu+H(t, x, ∂xu) = f(t, x,m)

∂tm− 1
2 ∂

2
xxm− ∂x(m∂pH(t, x, ∂xu)) = 0,

with their respective terminal condition u|t=T = 0 and initial condition m|t=0 = m0. This
system constitutes the main object in the study of (open-loop) Mean-Field games from an
analytic point of view, and it is called the Mean-Field system.
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Studying this system not only should be less complicated than studying the one of N
Hamilton–Jacobi equations, coupled with the N stochastic differential equations for the
states, but also allows to recover pieces of information on the N -player game when N is
large (but finite). One important result that we mention is that if one solves the Mean-
Field system and, using the value function u, builds up (open-loop) controls α1, . . . , αN

as we did before to be used by the players of the corresponding N -player game, then such
controls are almost optimal. We say that they form an ε-Nash equilibrium, in the sense
that, for some ε > 0,

J i(α−i, αi) ≤ J i(α−i, β) + ε ∀ i ∈ {1, . . . , N}, ∀β ∈ A.

This reads as follows: if the strategies αi are applied, then each player, by unilaterally
changing its strategy, cannot have an advantage greater than ε (that is, cannot reduce its
cost of more than ε). Then, the “almost optimality” of the strategies built from the Mean-
Field system consists in the fact that ε! 0 as N !∞.

3.2 Closed-loop case: the Master Equation

Things become more complicated when one tries to pass to the limit the Nash system
for closed-loop strategies (system (2.5)) because of the presence of the sum over j, which
gathers more and more terms as N grows.

Consider the following heuristic argument. In the Mean-Field framework, the impact
of the j-th player on the i-th one (i 6= j) goes like 1/N ; this should be reflected in ui

depending on xj in a weighted manner, and one expects ∂xjui to go like 1/N as well. On
the other hand, there’s no reason why ∂xiui should vanish as N !∞, so one can only say
that it stays bounded. Then the sum over j consists in N terms that go like 1/N : we can
say it stays bounded as well, but does it converge? Do we have the compactness needed for
a bounded sequence to have a convergent subsequence? If so, what does the sum converge
to? This can be said to be the main question that arises when trying to identify a limit
problem associated to the Nash system.

The correct guess turns out to be that ui should converge to some function U (common
to all players by symmetry) that is defined on a space of measures;(3) that is, for N large,

ui(t, x) ≈ U(t, xi,mN,i
x ), with mN,i

x
def
=

1

N − 1

∑
1≤j≤N
j 6=i

δxj ,

δy being the Dirac delta distribution centred at y. With this idea, P. Cardaliaguet, F. De-
larue, Lasry and Lions, exploiting a theory of derivatives in the space of measures, argued
that in this situation

∂xju
i(t, x) ≈ 1

N − 1
DmU(t, xi,mN,i

x , xj),

(3)N.B. Space of measures, not measure space!
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where DmU(t, x,m, y) is the so-called intrinsic derivative of U(t, x,m) with respect to the
measure m. So, considering that

1

N − 1

∑
1≤j≤N
j 6=i

DmU(t, xi,mN,i
x , xj) =

ˆ
R
DmU(t, xi,mN,i

x , y) dmN,i
x (y),

one argues that∑
j 6=i

∂pH(t, x, ∂xju
j(t, x)) · ∂xjui(t, x)

≈
ˆ

R
∂pH(t, y, ∂xU(t, y,mN,i

x )) ·DmU(t, xi,mN,i
x , y) dmN,i

x (y),

ignoring the difference between mN,i
x and mN,j

x which is expected to be negligible.
The conclusion at which we arrive is then that the Nash system should have for limit

the following Master Equation:

− ∂tU(t, x,m) +H(t, x,m, ∂xU(t, x,m))

+

ˆ
R
∂pH(t, y, ∂xU(t, y,m)) ·DmU(t, x,m, y) dm(y) = 0,

for (t, x,m) ∈ [0, T ] × R × P(R). We mention that, as for the Mean-Field system, if one
deduces the Master Equation starting from stochastic differential equations for the states
rather than ordinary ones, then additional terms involving second-order derivatives appear.
The unknown U(t, x,m) can be interpreted as the minimal cost in the Mean-Field problem
of a small player at time t in position x if the distribution of the other players is m.

This heuristic argument is not intended to simplify some technicalities that we wish to
avoid in this presentation, rather making this heuristics rigorous is itself one of the intrin-
sic difficulties in this study of closed-loop Nash equilibria. As claimed by Cardialiaguet,
Delarue, Lasry and Lions in the preface of [1],

‘it seems especially difficult to get any a priori estimate that could be helpful for
passing to the limit by means of a compactness argument.’

So, the ‘short cut’ they use in order to ‘bypass any detailed study of the Nash system’ is
to focus directly on the expected limit, the Master Equation. This can be considered as
a “top-down” approach, as a proof of the convergence of the solution to the Nash system
towards the solution to the Master Equation is then obtained a posteriori, once one knows
to have a unique solution to the Master Equation that is sufficiently smooth in order to
perform certain desired computations.

It is exactly starting from the displayed quotation that I wish to introduce a part of my
work during the PhD, as my supervisor M. Cirant and I attempted to walk the road bottom-
up from the Nash system to a limit form of it like the Master Equation. Therefore, the
first step was to get those difficult a priori estimates, which essentially consist in showing
that the Mean-Field interactions are reflected in the behaviour

(3.4) ∂xju
i .

1

N
∀ j 6= i
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of the derivatives of the value functions.
In addition, we tried to go beyond the classic setting of Mean-Field Games that I

presented, by looking at what happens when one drops either one of the conditions that
characterise the classic mean-field framework, namely symmetry and negligibility of each
single interaction.

4 What if the number of players grows? (non-Mean-Field regime)

So, let me conclude with a basic discussion about some results that we’ve obtained.

4.1 Non-symmetric interactions

If the interactions are no longer symmetric, we cannot expect all the players to be described
by a single representative one, not even in the limit. This in a sense corresponds to the
lack of the “identically distributed” part in the requirements for the Law of Large Numbers
to be applied, even if with some sort of propagation of chaos argument one can get the
“independent” part in the limit.

In this case, under suitable structural assumptions, we are able to prove the aforemen-
tioned a priori estimates for a Nash system with Hamiltonians of the form

H i(x, pi) = 1
2 |pi|2 − f i(x)

and then to pass to the limit via a compactness argument. We obtain the following limit
equation:

Uλ(t, x, µt) =

ˆ T

t

ˆ
R

(
1
2 |∂xUλ(s, y, µs)|2 + fλ(y, πR]µs)

)
dm̄λ

s (y) ds.

The parameter λ varies in a compact Λ and takes account of the lack of symmetry, in
the sense that it basically parametrises on Λ the infinite population at the limit; µ is a
flow of probability measures that evolves according to a partial differential equation of
Fokker–Planck type, but it is a measure on Λ × R and not just on R as in the symmetric
Mean-Field case; finally, m̄λ is another flow of probability measures, governed by another
Fokker–Planck equation, that can be interpreted as the equilibrium distribution of the
limit player identified by λ, provided that it starts the game in position x.

This equation for the limit value function U can be considered as a weak formulation
of a Master Equation associated to a non-symmetric Mean-Field game. Essentially, it is a
Master Equation with an additional parameter λ, a measure supported on an “enlarged”
space, and that’s been integrated along an optimal trajectory for the limit game. Naively
speaking, if U was sufficiently smooth then one could differentiate our equation to re-
move such an integration, thus obtaining exactly the Master Equation one expects in its
“differential form”.(4)

(4)N.B. I’m not meaning the mathematical object called differential form. �
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4.2 Non-negligible interactions

A completely different situation is instead that of interactions which are possibly symmetric
but which we call of non-Mean-Field type in that the impact of each player on the others
doesn’t go like 1/N and can remain non-negligible (for example, of order 1) also when the
players become infinitely many.

We studied this case when there is an underling graph structure that establishes how
players are “connected” in such a way that the weight of each player’s behaviour on the
strategies of the others depends on its graph distance from them; that is, in this setting,
the farther a player is “from me” the less I will be affected by its behaviour. So, given a
player, there will always be players that strongly affect its strategy, no matter the total
number of players.

With suitable hypotheses on how the strength of the interactions decays with the
distance, we’ve been able to prove some results that are related to what we named unim-
portance of distant players. By this we mean that players that are far from a given one
are less important when it comes to determine the optimal behaviour of that given player,
and this fact is reflected in basically two implications.

The first one, that we’ve obtained in a framework of open-loop equilibria for a finite
number of players, is that if one’s interested in the equilibrium distribution of a player,
then this is well approximated by the equilibrium distribution of that player when one
considers instead a “truncated” game constructed by completely ignoring players that are
sufficiently far from it. So, this can be viewed as a way to reduce the complexity of the
system one has to study by going in the opposite direction of Mean-Field Games; that is,
instead of exploiting the presence of some aggregate quantity that affects the strategies
and describes a limit system, we consider that one can “cut out” from the game distant
players, with just a small error.

Let me mention that though this could seem a trivial fact, actually it isn’t. Even if
“I” don’t see players that are too far from me, I see those who are nearer, who in turn see
those who are close to them and so on, so that I “indirectly” see all other players; hence, in
order for the far players to be negligible, we must admit that there’s some kind of “finite
propagation speed of pieces of information”. This is a nontrivial fact that strongly depends
on additional structural hypotheses of the interactions; indeed, there are examples when,
if the duration of the game is long enough, then even the impact of distant players can’t
be ignored, and, on the other hand, we also have a result showing that distant players can
have little weight for an arbitrarily long duration of a game.

This last fact is actually shown by means of the second implication of the unimportance
of distant players, which is the following. Consider a closed-loop game; suppose that
players are index by i ∈ Z and the graph distance of two players i and j is given by |i− j|.
Then, under appropriate assumptions, the sup-norms of the derivatives ∂xjui of the value
functions vanish as |i− j|!∞, so rapidly that∑

j

∥∥∂xjui∥∥∞ converges.

This is the counterpart of (3.4) that reflects the negligibility of distant players only.
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In addition, since we have summability of that series, we can write an infinite-dimensional
Nash system. It will have the form of the standard Nash system, but the sum over j will
actually be a series and the variable x will be a vector with infinitely many coordinates.
So, instead of having “ RN ! P(R)” as N ! ∞ like for the Master Equation, we have
“ RN ! R∞ ”.

This second kind of non-Mean-Field games seems the hardest to deal with in general.
A reason one could think about is that there seems to be no way not to study the Nash
system: even if taking the limit for infinitely many players can in certain situations give
rise to some additional exploitable structure (which I won’t say more about), one still needs
to work with equations in R∞, to which finite-dimensional results can be adapted only if
they are independent of the dimension. This in the end essentially begs for estimates on
the N -player Nash system not dissimilar from the ‘especially difficult’ ones we’ve talked
about and possibly even more precise . . .
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Numerical Solution of Wave Propagation
Phenomena in Viscoelastic Materials

Nicolò Crescenzio (∗)

Abstract. Many materials, such as plastics, wood, concrete and metals at high temperatures,
exhibit a mechanical behaviour that is intermediate between the elastic and the viscous one. Con-
sequently, these materials cannot be adequately described using the well-known classical theories
of elasticity and viscosity and it is therefore necessary to consider a more general theory that is
capable of modelling the behaviour of these materials, also known as viscoelastic materials. In the
first part of the talk, we will provide a brief overview of the theory of linear viscoelasticity, with
a particular focus on the so-called Kelvin-Voigt rheology. Then, we will discuss the problem of
viscoelastic wave propagation phenomena in a Kelvin-Voigt material and show numerical results
obtained by means of a Galerkin spectral approach.

1 Introduction

Many materials are characterized by the fact they exhibit a mechanical behavior that
cannot be adequately described using the well-known classical theories of elasticity and
viscosity. Consequently, it is necessary to develop a more general theory that is capable
of modelling the behavior of these materials. In particular, we consider the class of the
so-called viscoelastic materials, which possess both an elastic component and a viscous
component and therefore exhibit a behavior that is itermediate between the elastic and
viscous one. Among the materials showing viscoelastic behavior there are plastics, wood,
natural and synthetic fibers, concrete and metals at elevated temperatures. The theory
of viscoelasticity has been developed starting from the nineteenth century with the con-
tribution of many eminent scientists, such as Maxwell [1], Voigt [2], Boltzmann [3] and
Volterra [4,5]. The reasearch in this field has further increased in the twentieth century,
when synthetic polymers have started to be engineered and used in large scale in a variety
of applications.

The viscoelasticity theory that we will discuss here is mainly based on the compre-
hensive surveys written by [6-10] and it holds only for infinitesimal displacements and
deformations. In this framework, the constitutive equation to be sought is the one relating

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 23 May 2024.

Università di Padova – Dipartimento di Matematica 143



Seminario Dottorato 2023/24

the stress σ and the strain ε. In particular, this relationship is assumed to be linear, i.e.,
the stress will be given as a linear functional of the strain. For this reason, the theory
that we shall present is also referred to as linear viscoelasticity theory. This theory affirms
that the current value of the stess depends not only upon the present value of the strain,
but also on their complete past history. More formally, this can be expressed through the
following integral expression

(1) σ(t) = G(0)ε(t) +

ˆ t

0
ε(t− s)dG(s)

ds
ds.

The function G(t), which describes the viscoelastic properties of the material, is called
relaxation function. Integrals over the history of strain, as the one in (1), are sometimes
referred to as hereditary integrals and materials whose contitutive relations contain such
integrals are described as having memory. Moreover, notice that, if the hereditary integral
is not present in Equation (1), then the constitutive relation reduces to the well known
Hooke’s Law defining elastic materials. An alternative form of the stress-strain relationship
can be obtained by reversing the role of the stress and the strain, namely, the current strain
is now determined by the current value and past history of stress:

ε(t) = J(t)σ(0) +

ˆ t

0
J(t− τ)

dσ(t)

dτ
dτ

where the function J(t) is called creep function.
It is worth highlighting that the theory of linear viscoelasticity discussed here represents

a simplified model based on specific assumptions and, as such, it cannot be always em-
ployed. Consequently, in situations where the linear constitutive equations will yield only
a poor approximation of the actual behaviour of the material, a more accurate description
for viscoelastic materials may be obtained by considering a nonlinear viscoelastic theory.
Furthermore, in the current discussion we also neglect the thermal effects, but it is worth
noting that these aspectes might be necessary to be taken into account as well depending
on the problem. For the presentation of a far more complex theory of viscoelasticity, which
considers both the nonlinear and thermal contributions, we refer to, e.g., [9, 11-16].

2 Viscoelastic Fluids and Solids

So far, our discussion has been confined to the realm of linear viscoelastic materials, without
specifying whether they are solids or fluids. This is because the viscoelastic behaviour can
manifest in both solid and fluid materials. The distinction between viscoelastic solids and
viscoelastic fluids can be seen by performing two simple laboratory tests, that are relaxation
of stress and creep.

2.1 Relaxation of Stress

Let us consider a sudden constant shear strain ε applied starting from time t = 0 to an
undeformed body, i.e., ε(t) = ε0H(t), where H(t) is the Heaviside step function. In this
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case it can be shown that the resulting stress is given by

σ(t) = G(t)ε0.

Experimental observations have shown that the initial stress is high and then it relaxes
over time to some final value. Specifically, the initial value is due the elastic reponse
of the material, whereas the relaxation is due to the viscous effects. From a physical
viewpoint, the high initial resistance to deformation is due to frictional forces opposing
the reorganization of molecules required by the change of shape. These internal forces are
gradually overcome leading to what is called relaxation of stress. Concerning the behaviour
of the relaxation function at large times, i.e. limt!∞G(t), it has been observed that for a
viscoelastic solid material

limt!∞G(t) = c > 0,

while for a viscoelastic fluid material

limt!∞G(t) = 0.

The qualitative behavior of G(t) for both viscoelastic solids and fluids is shown in Figure 1.

G(∞)

G(0)

t

G(t)
Relaxation – Solid

G(0)

t

G(t)
Relaxation – Fluid

Figure 1: Qualitative behavior of the relaxation function G(t) for viscoelastic solid materials (left panel)
and viscoelastic fluid materials (right panel). In both cases the function shows a decreasing behavior over
time, approaching a final value that is non-zero for solids and zero for fluids.

2.2 Creep

Let us now consider the behavior of a material subject to a constant shear stress σ starting
from time t = 0, i.e., σ(t) = H(t)σ0, where H(t) is the Heaviside step function. In this
case, the strain-stress relation has the form

ε(t) = J(t)σ0,

which shows that the resultant strain is not instantaneous but develops over time. It has
been observed experimentally that a suddenly imposed stress causes a certain instantaneous
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strain, which is due to the elastic response of the material and is given by J(0)σ in the
equation above. Subsequently, the strain increases over time to some final value (for a
solid) or indefinitely (for a liquid). This material behavior is named creep. Having defined

J(∞) := lim
t!∞

J(t), J̇(∞) := lim
t!∞

J̇(t)

we see that, for a solid material, saying that creep ceases is equivalent to J(∞) being
finite (see Figure 2, top left panel) and in this case J(∞) may be regarded as a natural
generalization of the inverse of the elastic modulus (i.e., the compliance). Moreover, for
viscoelastic solid materials J̇(∞) is zero. On the other hand, for viscoelastic fluids creep
continues indefinitely and J̇(∞) is a non-zero constant (see Figure 2, top right panel).

J(0)

J(∞)

t

J(t)
Creep – Solid

J(0) t

J(t)
Creep – Fluid

t0
ε(0)

t

ε(t)
Strain – Solid

t0ε(0) t

ε(t)
Strain – Fluid

Figure 2: Top row shows the qualitative behavior of the creep function. In viscoelastic solid materials (left)
the creep function increases over time and then reaches a finite value, whereas in viscoelastic fluid materials
(right) it increases indefinitely. Bottom row shows the strain response to a constant stress applied for time
values in the interval [0, t0]: solid materials recover completely (left), while fluids are characterized by a
permanent deformation (right).

Now consider a material that is subject to a constant shear stress σ0 only for a limited
amount of time, say for t ∈ [0, t0], after which it is released. In this case, experiments have
shown that, after t = t0, the strain immediately decreases (elastic recovery) and it then
continuous to gradually decrease over time (anelastic recovery) until a residual strain is
reached. Specifically, the strain, at large values of time, can be approximated as follows

ε(t) ≈ J̇(t)t0σ0.
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This relation clearly shows that if J̇(t) tends to zero, then ε(t) vanishes. This is the ex-
pected behavior of a viscoelatic solid materials that has the capability to recover completely
from applied stresses, like an elastic body does, but with a time delay due to internal losses
(see Figure 2, bottom left panel). On the other hand, if J̇(t) is finite, then the permanent
deformation occurs as a result of the application and removal of stress and this justifies
the term viscoelastic fluid (see Figure 2, bottom right panel). However, even viscoelastic
fluid materials partially exhibit recovery, since the creep function has the form

J(t) = J̃(t) +
t

2η

where J̃(t) approaches a finite positive asymptote for large values of time and η is a positive
constant called zero shear rate viscosity.

3 Dynamic Loading and Complex Modulus

In addition to the creep and stress relaxation tests, a dynamic test might be useful when
studying the behavior of viscoelastic materials. The dynamic test consists in prescribing a
cyclic history of strain given by

(2) ε(t) = ε0 cos(ωt),

where ε0 is the amplitude and ω is the frequency of oscillation. The stress response as a
function of time t depends on the characteristics of the material. Specifically, for an elastic
solid material, the stress is proportional to the strain, i.e., σ(t) = Eε(t). Therefore, when
the strain is defined as in (2), the stress response of an elastic material it is given by

σ(t) = Eε0 cos(ωt),

which implies that the stress response caused by the strain is immediate. In this case, we
also say that the stress is in phase with the strain. For a viscous material, the stress is
proportional to the strain rate, i.e., σ(t) = ηε̇(t). Thus, for a strain history defined as
in (2), the stress response has the form:

σ(t) = −ηε0ω sin(ωt) = ηε0ω cos
(
ωt+

π

2

)
,

which shows that the stress is out of phase with the strain and that, in particular, the strain
is behind the stress by a 90 degree phase lag. In a linear viscoelastic material, laboratory
experiments have shown that the stress as a function of time appears complicated in the
very first few cycles but it eventually reaches a steady-state condition in which the resulting
stress is also sinusoidal, having the same angular frequency ω but retarded in phase by an
angle δ. Moreover, the same result has been observed even when the controlled variable
was the stress and not the strain. So, we write the stress response function as:

(3) σ(t) = σ0 sin(ωt+ δ),
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where δ ∈ [0, π/2] and σ0 = σ0(ω). Writing equation (3) in the equivalent form

σ(t) = σ0 cos δ cos(ωt)− σ0 sin δ sin(ωt),

it is clear that the stress response is the sum of an in-phase and an out-of-pase response. It
is often more useful to consider a strain history specified by the following complex function
of time

ε(t) = ε0 exp(iωt)

and a complex response stress function having the form

σ(t) = σ0 exp(iωt+ iδ),

which can also be written as

σ(t) = M(ω)ε0 exp(iωt), M(ω) =
σ0

ε0
exp(iδ).

The functionM(ω) is called complex modulus and it is a complex function of the frequency
whose real and imaginary part are often referred to as the storage and loss moduli, re-
spectively. The names are motivated by the fact that the storage modulus is associated
with energy storage and release during periodic deformation, whereas the loss modulus is
associated with the dissipation of energy and its transformation into heat. Finally, the
phase angle δ is also called loss angle.

4 The Kelvin-Voigt Constitutive Model

Hereafter we will focus on a particular type of linear viscoelastic consistitutive model, the
so-called Kelvin-Voigt model. The aim of this section is to introduce this model, starting
with the one-dimensional case and then presenting the extension to the multi-dimensional
case.

4.1 One-dimensional case

In the one-dimensional case, linear viscoelastic constitutive equations can be defined in
terms of mechanical models consisting of two basic elements, weightless springs and dash-
pots, that are connected in series and parallel as in electrical circuits. In particular, the
spring, whose stress-strain relation is given by σ = Eε, clearly describes the elastic prop-
erty of the masterial, as it is able to undergo an instantaneous elastic strain when loaded,
to mantain that strain as long as the load is applied and then to undergo an instantaneous
de-straining when the load is removed. A dashpot is a positon-cylinder mechanism filled
with a viscous liquid and characterized by a stress-strain relation of the form σ = ηε̇, where
η is the dynamic viscosity of the fluid in the cylinder. A strain in a dashpot is achieved
by dragging the piston through the fluid. When suddenly applying a constant load, the
strain is seen to increase linearly as long as the stress is applied. There is no instantaneous
movement of the dashpot at the onset of load, as it takes time for the strain to build up.
Then, when the load is removed, there is no stress to move the piston back throug the
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fluid and therefore any strain built up is permanent. On the other hand, when a constant
strain ε0 is imposed on the dashpot, the stress is given by σ = ηε0δ(t). However, since an
infinite stress is impossible in reality, it is therefore impossible to impose an instantaneous
finite deformation on the dashpot.

E

t

G(t) Relaxation Function
1
E

t

J(t) Creep Function

t0

ε0

t

ε(t) Strain Input

t0 t1

σ0

t

σ(t) Stress Input

t0

Eε0

t

σ(t) Stress Response

t0 t1

σ0
E

t

ε(t) Strain Response

Figure 3: Kelvin-Voigt model for viscoelastic materials. Left column shows the behavior of the relaxation
function (top row), the constant strain applied starting from time t = t0 in a relaxation experiment
(middle row) and the stress response to the applied constant strain (bottom row). Right column shows
the creep function (top row), the constant stress applied in a creep experiment starting from time t = t0

and mantained until t = t1 (middle row) and the strain response to the constant applied stress (bottom
row).

One of the simplest and most-known mechanical models capable of describing the
mechanical properties of viscoelastic materials is the Kelvin-Voigt model, which consists of
a spring and a dashpot connected in parallel. In this model the total stress σ is composed
by an elastic stress

σ1 = Eε

and a viscous stress
σ2 = ηε̇.

In this case, the stress-strain constitutive relation is

σ = σ1 + σ2 = Eε+ η
dε

dt
.
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and it can be shown that the relaxation function is given by

G(t) = EH(t) + ηδ(t)

whereas the creep function has the form

J(t) =
1

E

(
1− exp

(
− t
τ

))
H(t),

where τ = η/E is also called retardation time. The relaxation and creep functions are
represented in Figure 3, top row, and they clearly suggest that the Kelvin-Voigt model
is more appropriate to represent viscoelastic solid materials. In particular, the relaxation
function does not show any time dependence, as in the case of pure elastic solids. Moreover,
the presence of the delta function implies that, in practice, it is impossible to impose an
instantaneous strain on the medium, as it would require an infinite stress to be applied
(see also Figure 3, bottom left). In other words this means that there is no instantaneous
response to a suddenly applied finite stress. In the creep experiment, the spring would
want to stretch, but it is held back by the dashpot, which cannot react instantaneously
and then takes all the stress. For this reason, the creep function does not present an
instantaneous strain. Subsequently, the dashpot extends and begins to transfer the stress
to the spring which starts to strain at decreasing rate. At infinite time, the entire stress
is on the spring and the strain approaches an asymptotical value. When the Kelvin-Voigt
model is unloaded, the spring will want to contract but again the dashpot hold it back.
However, the spring eventually gradually relaxes to its undeformed state and full recovery
occurs (see Figure 3, bottom right).

4.2 Multi-dimensional case

The multi-dimensional generalization of the Kelvin-Voigt viscoelastic constitutive model
has been analysed for the first time by Carcione and co-workers in [17]. As in the one-
dimensional case, the stress tensor is expressed by the sum of an elastic and a viscous
contribution, i.e.,

σ(u, u̇) = σel(u) + σvi(u̇)

where the elastic and viscous stress tensors are defined as

σel(u) = λelTr(ε(u))I + 2µelε(u), σvi(u̇) = λviTr(ε(u̇))I + 2µviε(u̇).

The pairs of paramters λel, µel and λvi, µvi are called the elastic and viscous Lamè param-
eters, respectively, and they define the mechanical properties of the materials. Hereafter,
we will assume these parameters to be constants.

5 Wave Propagation on Viscoelastic Materials

The propagation of waves in both elastic and viscoelastic materials is governed by the
so-called Cauchy equilibrium equations:

ρü = divσ(u)
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where ρ is the density of the material, u is the displacement field and σ is the stress tensor.
This vector Partial Differential Equation describes the conservation of linear momentum
in any continuum, either fluid or solid. The displacement equations of motion associated
to a particular material are then obtained by specifing the constitutive law that relates
the stress σ to the displacement field u. We now briefly discuss the main aspects of wave
propagation in a homogeneous and isotropic viscoelastic material and, in particular, we
start again by considering the one-dimensional case, since it is easier to introduce and its
generalization to the multi-dimensional case is straightforward.

Let us consider a one-dimensional displacement wave having the following expression

u(t, x) = u0 exp (iωt− ikx)

where k ∈ C is the complex wavenumber and ω ∈ R is the angular frequency. Substituting
this expression into Cauchy equation and using the definition of complex modulus M(ω),
it can be shown that the following dispersion relation holds:

M(ω)k2 = ρω2.

This relation provides the following expression of the complex velocity

vc(ω) =
ω

k
=

√
M(ω)

ρ
.

Now, writing the complex wavenumber as k = κ− iα, where κ, α ∈ R+, we can rewrite the
expression for the plane displacement wave as follows

u(t, x) = u0 exp(−αx) exp(iωt− iκx).

This shows that α is responsible for the change in amplitude of the wave as it propagates
in a viscoelastic material. For this reason α is also called attenuation factor and it can be
computed as follows:

(4) α(ω) = −ω Im
(

1

vc

)
.

Moreover, the real wavenumber κ allows to define the phase velocity as

(5) vp(ω) =
ω

κ
=

[
Re
(

1

vc

)]−1

.

Finally, another parameter that allows to quantify dissipation is the quality factor Q, as
its inverse, Q−1, is the dissipation factor. The quality factor is defined as twice the time-
averaged strain-energy density divided by the time-averaged dissipated-energy density and
it can be computed as

(6) Q =
Re(v2

c )

Im(v2
c )
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We now consider the specific case of a one-dimensional Kelvin-Voigt viscoelastic mate-
rial and derive the expressions of some of the quantities defined above. It can be shown
that the complex modulus M(ω) is given by

M(ω) = E + iωη

where it is easy to see that the real and imaginary part are only related to the elastic
and viscous parameters, respectively. Then, using Equation (5), we obatin the following
expression of the phase velocity

vp(ω) =

√
E

ρ

√
1 + (ωη/E)2√

1
2

(√
1 + (ωη/E)2 + 1

) .
This shows that vp !

√
E/ρ for ω ! 0 and that vp !∞ for ω !∞, which means that the

elastic (lossless) velocity is obtained at the low-frequency limit whereas high frequencies
propagate with infinite velocity. The qualitative behaviour of the phase velocity for a
Kelvin-Voigt material is shown in Figure 4 left panel. The attenuation factor can be
computed using Equation (4) and it is given by

α(ω) = ω

√
1
2

(√
(E/ρ)2 + (ωη/ρ)2 − E/ρ

)
√

(E/ρ)2 + (ωη/ρ)2

which shows that, in a Kelvin-Voigt material, the higher the angular frequency of the
propagating wave, the greater the attenuation of its amplitude in space (see Figure 4, right
panel). Finally, using Equation (6), it is possible to see that the quality factor is given by

Q(ω) =
E

ωη
.

√
E
ρ

ω

vp
Phase Velocity

ω

α
Attenuation Factor

Figure 4: Qualitative behaviour of the phase velocity vp (left panel) and the attenuation factor α (right
panel) in a one-dimensional Kelvin-Voigt viscoelastic material.
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All the definitions given so far can easily be extended to the multidimensional case,
the only difference being that in the latter case there are two different types of waves
propagating in a (visco)elastic material: the P-wave and the S-wave. In the case of P-
waves, the deformation consists only of volume change with no rotations or change in
shape and therefore the motion is characterized by compressions and dilatations along the
direction of propagation. On the other hand, S-waves are characterized by a deformation
consisting of shear and rotation only, with the dilatation or volume change being equal to
zero. For a Kelvin-Voigt viscoelastic material, the P- and S-wave complex velocities are
given by

Qp =
λel + 2µel

ω(λvi + 2µvi)
, Qs =

µel
ωµvi

Moreover, the P- and S-wave quality factors are defined as

Qp =
λel + 2µel

ω(λvi + 2µvi)
, Qs =

µel
ωµvi

.

6 Numerical Simulations

In this section we present a Galerkin spectral approach for the computation of the numerical
solution of wawe propagation phenomena in Kelvin-Voigt materials. We first introduce the
initial boundary value problem and then discuss its weak formulation. Subsequently, we
describe the Galerkin discretisation in space of the weak formulation and we conclude by
showing the results obtained by using this numerical approach to solve a variant of Lamb’s
Problem.

6.1 Initial-Boundary Value Problem

Let us consider a domain Ω ⊂ Rd, where d = 1, 2, 3, with boundary ∂Ω ≡ Γ := ΓD ∪ ΓN ,
ΓN ∩ ΓD = ∅, and denote with n the outward unit normal to Γ. We then consider
homogeneous Neumann boundary conditions imposed on the Neumann boundary ΓN and
time-dependent Dirichlet boundary conditions on the Dirichlet boundary ΓD. Therefore,
the Initial-Boundary Value Problem can be written as:

ü = div(σel(u) + σvi(u̇)) in (0, T ]× Ω,(7a)
u(x, 0) = u0(x) ; u̇(x, 0) = v0(x) in Ω (initial conditions),(7b)
[(σel + σvi)n](x, t) = 0 in (0, T ]× ΓN (Neumann BCs),(7c)
u(x, t) = uD(x, t) ; u̇(x, t) = u̇D(x, t) in (0, T ]× ΓD (Dirichlet BCs).(7d)
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6.2 Weak Formulation

Notice that the system (7) is complemented by non-homogeneous time-dependent Dirichlet
boundary conditions. To handle this type of boundary conditions, we consider a linear and
bounded operator, called lifting operator L, that allows to construct a curve t 7! LuD
such that the function LuD, defined on the whole Ω, meets the boundary conditions at
any time t > 0 and enjoys some regularity properties both in space and time. Then, we
rewrite system (7) with respect to ũ := u− LuD:

(8)


¨̃u− div(σel(ũ) + σvi(˜̇u)) = div(σel(LuD) + σvi(Lu̇D))− LüD in (0, T ]× Ω

[(σel(ũ) + σvi( ˙̃u))n](x, t) = 0 in (0, T ]× ΓN

ũ(x, t) = 0, ˙̃u(x, t) = 0 in (0, T ]× ΓD

ũ(x, 0) = V 0(x), ˙̃u(x, 0) = U0(x) in Ω,

where the initial conditions U0 and V 0 are defined as follows:

V 0(x) := v0(x)− Lu̇D(x, 0), U0(x) := u0(x)− LuD(x, 0).

Note that the right hand side of the first equation provides the following forcing term

f(x, t) := div(σel(LuD) + σvi(Lu̇D))− LüD.

It is clear that, if ũ solves (8), then u := ũ + LuD solves our original problem, i.e.,
the system of equations (7). To simplify the notation, hereafter we drop the tilda from
system (8).

As it is customary in the treatment of second order linear equations such as (8), we can
reduce our problem to a first order system of linear evolution equations by doubling the
variables. More specifically, we introduce the variable v and impose the equality v = u̇ in
a weaker sense by exploiting the duality of [H1

D(Ω)]d. To this aim, the system is rewritten
as:

(9)



v̇ − div(σel(u) + σvi(v)) = f in (0, T ]× Ω

−div(σel(u̇)) = −div(σel(v)) in (0, T ]× Ω

[(σel(u) + σvi(v))n](x, t) = 0 in (0, T ]× ΓN

u(x, t) = 0, v(x, t) = 0, in (0, T ]× ΓD

u(x, 0) = U0(x), v(x, 0) = V 0(x), in Ω

.

Note that the second equation now includes the operator divσel with a negative sign. After
testing against φv,φu ∈ [H1

D(Ω)]d and integrating by parts we obtain the following weak
formulation:

(10)

ˆ
Ω

(v̇ · φv + [σel(u) + σvi(u̇)] ..∇Sφv) dx =

ˆ
Ω
f · φv dx, ∀φv ∈ [H1

D(Ω)]d,

ˆ
Ω
σel(u̇) ..∇Sφu dx =

ˆ
Ω
σel(v) ..∇Sφu dx, ∀φu ∈ [H1

D(Ω)]d.
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6.3 Galerkin Space Discretisation

The numerical scheme starts by defining a finite dimensional subspace VN0 of [H1
D(Ω)]2d,

where we look for our candidate approximate solution (vN ,uN ) of problem (10), and a
finite dimensional subspace VN ≥ VN0 of [H1(Ω)]2d. We then need to define a set of
basis functions such that VN0 = span(Φ1, . . . ,ΦN0) and VN = span(Φ̂1, . . . , Φ̂N ). We
can think of the vector basis functions Φi and Φ̂i as subdivided into two blocks, namely
Φi = (Φv

i ,Φ
u
i )T and Φ̂i = (Φ̂

v
i , Φ̂

u
i )T, where the former refers to vN and the latter to uN .

We choose our basis functions by picking continuous and piecewise smooth functions: this,
in particular, enforces the continuity of uN and vN . We can then write:(

vN
uN

)
=

N0∑
j=1

(
ηj
θj

)
Φj =

(∑N0
j=1 ηjΦ

v
j∑N0

j=1 θjΦ
u
j

)
,(11)

(
Lu̇D
LuD

)
=

N∑
j=1

(
ηj,D
θj,D

)
Φ̂j =

(∑N
j=1 ηj,DΦ̂

v
j∑N

j=1 θj,DΦ̂
u
j

)
,(12)

where η and θ are the unknowns of our problem and ηD and θD are given. Note that the
spatial gradient of the expansion applies to the basis functions Φ while the time derivative
to the coefficients (ηT,θT)T. Substituting the expressions defined in (11)-(12) into the
weak formulation (10) and taking test functions Φi, with i = 1, 2, . . . , N0, we obtain a
system of first order Ordinary Differential Equations for the coefficients that can be written
as:

(13)
Mξ̇ + Hξ = F

ξ(0) = ξ0,

where ξ = (ηT,θT)T and ξ0 is the given initial condition. Here, matrices M and H are
given by

M =

(
Mv 0
0 Mu

)
H =

(
H11 H12

H21 0

)
and their blocks have dimension N0 ×N0 with components (i, j) defined by

(Mv)i,j =

ˆ
Ω

Φv
i ·Φv

j dx, (Mu)i,j =

ˆ
Ω
σel(Φ

u
j ) : ∇Φu

i dx

and

(H11)i,j =

ˆ
Ω

σvi(Φ
v
j ) : ∇Φv

i dx, (H12)i,j =

ˆ
Ω

σel(Φ
u
j ) : ∇Φv

i dx, (H21)i,j = −
ˆ

Ω

σel(Φ
v
j ) : ∇Φu

i dx.

Then, the vector F in (13) is defined by setting

F i :=

{
−
´

Ω(σel(LuD) + σvi(Lu̇D)) ..∇Φv
i − LüD ·Φv

i dx i = 1, 2, . . . , N0,

0 i = N0 + 1, . . . , 2N0.

Università di Padova – Dipartimento di Matematica 155



Seminario Dottorato 2023/24

6.4 A Numerical Example: (a variant of) Lamb’s Problem

In this final section, we show how the numerical approach previously discussed can be
applied to compute the solution of a variant of the so-called Lamb’s Problem [18]. The
original problem consists of a uniform (with respect to y) normal line load that is suddenly
applied to the surface of an homogeneous, isotropic and elastic half space, z = 0, at time
t = 0. The uniformity of the loading in the y direction makes this a plane strain problem
(i.e., uy = 0 and ∂/∂y = 0). This problem has been proposed and studied for the first time
at the beginning of the twentieth century by Lamb, who was investigating the propagation
of surface waves. The problem we solve numerically here is slightly different in the sense
that we consider a computational bounded domain Ω = [0, 1]2 instead of the half-plane
(x, z) (see Figure 5, left panel) and we impose zero Neumann boundary conditions on ∂Ω.
Moreover, we consider a forcing function having the form F (x, z, t) = δ(x− 1/2)δ(z)f(t),
where the function f(t) defining the time-dependence behaviour of the applied force is
given by the so-called Ricker wavelet

f(t) = A(1− 2(πf0(t− t0))2) exp
(
−(πf0(t− t0))2

)
with parameters A = 1, f0 = 2 and t0 = 1 (see Figure 5, right panel). Figure 6 shows a
comparison between the elastic and viscoelastic responses (horizontal and vertical compo-
nents of both displacement and velocity) computed at the point having coordinates (0.6, 0),
i.e., the blue point in Figure 5. In particular, in the viscoelastic case, different values of
the quality factors Qp and Qs have been considered. The plots clearly show that a lower
value of the quality factor is associated to a higher attenuation of the displacement and
valocity amplitude. Finally, Figure 7 shows the displacement magnitude in the elastic and
viscoelastic case for six time instants. Owing to the zero Neumann boundary conditions
imposed on ∂Ω, we observe that, both in the elastic and viscoelastic cases, the solution
is characterized by reflections at the boundaries. Furthermore, in the viscoelastic case we
can see again that the magnitude of the displacement is smaller than the one obtained in
the purely elastic case and that it descreases as the waves propagate in space.
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Figure 5: Left panel: computational domain used to compute the numerical solution of a variant of
Lamb’s Problem. The red arrow denotes the vertical point load, which is applied in the midpoint of the
top boundary. Right panel: Ricker wavelet defining the time dependence of the concentrated load.
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Figure 6: Comparison between the elastic and viscoelstic response for the variant of Lamb’s Problem
considered in Figure 5. The viscoelastic solutions have been obtained by considering different values of
the quality factors Qs = Qp. The responses are computed at the point of coordinate (0.6, 0), i.e., the blue
point in Figure 5 (left panel). All the panels show that a lower value of the quality factor results in an
higher attenuation of the amplitude wave.
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Viscoel Qs/p = 50 – t = 0.8995 s Viscoel Qs/p = 50 – t = 1.3992 s Viscoel Qs/p = 50 – t = 2.3987 s

Viscoel Qs/p = 50 – t = 3.3981 s Viscoel Qs/p = 50 – t = 4.3976 s Viscoel Qs/p = 50 – t = 5.3970 s

Figure 7: Displacement magnitude for six different time instants. Comparison between the solution in the
elastic case (top) and the solution in the Kelvin-Voigt case with Qp = Qs = 50 (bottom).
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Strichartz estimates for the Dirac
equation in different settings

Elena Danesi (∗)

Abstract. The Dirac equation is a first order partial differential equation that comes for quantum
mechanics and general relativity. From the mathematical side, it can be listed within the class of
dispersive equations, together with, e.g., the Schrödinger, wave and Klein-Gordon equations. In
the years, because of the study of nonlinear systems, a lot of effort has been devoted to developing
tools to quantify the dispersion of a system. Among these tools we find a priori estimates on the
solutions, such as decay or Strichartz estimates. In the first part of this essay we will describe the
class of dispersive equations. Special focus will be posed on the Schrödinger and wave equations, in
order to present these kind of estimates as well as some classical tools to prove them. In the second
part, we will first introduce the Dirac equation on R × R3 and describe its connection with the
above mentioned equations. We will then describe the equation in curved spaces. To conclude, a
survey of some recent results concerning the validity of Strichartz estimates for the “curved” Dirac
equation in specific settings, in particular compact or asymptotically flat manifolds, is presented.

1 What is a dispersive equation?

Let us consider the following PDEs:

• transport eq.
∂tu+ v · ∇xu = 0, v ∈ Rn,

• phase rotation eq.
i∂tu+ ω0u = 0, ω0 ∈ R,

• Schrödinger eq.

ih∂tu−
h2

2m
∆u = 0, m > 0,

• wave eq.
∂2
ttu− c2∆u = 0,

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 5 June 2024.
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• Klein-Gordon eq.

∂2
ttu− c2∆u+

m2c4

h2
u = 0, m > 0.

Here (t, x) ∈ R×Rn, n ≥ 1, h is the Planck’s constant and c is the speed of light. To each
of these equations we can associate a function ω : Rn ! R which is defined as follows: ω(k)
is such that the plane wave

φ(t, x) := eik·x+iω(k)t

is a solution of the corresponding equation. If we compute the value of ω in the various
cases we get

• transport eq.
∂tu+ v · ∇xu = 0 ! ω(k) = −k · v,

• phase rotation eq.
i∂tu+ ω0u = 0 ! ω(k) = ω0,

• Schrödinger eq.

ih∂tu−
h2

2m
∆u = 0 ! ω(k) =

h

2m
|k|2,

• wave eq.
∂2
ttu− c2∆u = 0 ! ω(k) = ±c|k|,

• Klein-Gordon eq.

∂2
ttu− c2∆u+

m2c4

h2
u = 0 ! ω(k) = ±

√
c2|k|2 +

m2c4

h2
.

Moreover, we define the group velocity as vg := ∇kω(k). We observe that we can identify
two different behaviors; vg can depend on k or not. In the first case, we call the corre-
sponding equation dispersive. Among this group we can further distinguish the case where
the group velocity is uniformly bounded in k and when it is not. In the former case the
equation is called dispersive with infinite speed of propagation. This is the case for exam-
ple of the Schrödinger equation. In the latter the equation is said to be dispersive with
finite speed of propagation. Examples are given by the wave and Klein-Gordon equations.
To explain why it is helpful to make this distinction when studying the behavior of the
solutions of the above mentioned equations, let us do some heuristics. Without loss of
generality we restrict to n = 1. We consider a wave packet, i.e. a superposition of waves,
given by

Ψ(t, x) =

ˆ
R
φ(k)eikx+iω(k)tdk,

where φ is a smooth function with support focused around k0 ∈ R. We can then expand
ω(k) ' ω(k0) + ω′(k0)(k − k0) and rewrite Ψ as

Ψ(t, x) = e
ik0

(
x+

ω(k0)
k0

)
t
ˆ

R
φ(k)ei(k−k0)(x+ω′(k0)t)dk.
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The plane wave in front of the integral is moving with speed ω(k0)
k0

and tells us how ripples
are moving. The integral instead modulates the envelope of the wave packet and it is
moving with speed ω′(k0). Therefore, if ω′(k0) depends on k0, different frequencies are
propagating at different velocities, dispersing the solution over time. If, instead, the group
velocity is constant, the envelope will travel maintaining its shape. The interested reader
can look at https://en.wikipedia.org/wiki/Group_velocity at the animated plots to
better visualize these phenomena.

2 How to capture dispersion

In the years, thanks to the research on nonlinear models, it has been understood that dis-
persion plays a fundamental role in the dynamics of a system. Consequently, a great effort
has been devoted to studying the tools which permit to quantify dispersive phenomena
in terms of a priori estimates for the free flows. In this section we describe two types of
a priori estimates, the time-decay and Strichartz estimates, which as we will see are not
unrelated. We will focus on the Schrödinger and wave equations in order to present some
classical tools that are widely used in this field. We will not enter deep in the details, no
proofs of the results are presented. We refer for them to [2] (chapter 8).

2.1 Time-decay estimates

i) Schrödinger equation: Let us consider the Cauchy problem

(1)

{
i∂tu−∆u = 0, (t, x) ∈ R× Rn,

u(0, x) = u0(x),

where u : R× Rn ! C. The goal is now to find a good representation of the solution.
In order to avoid technical issues, we restrict our attention to the Schwartz space
S(Rn), the vector space of smooth rapidly decreasing functions. Moreover, we adopt
the following notation for the Fourier transform with respect to the space variable:

Fu(ξ) = û(ξ) :=

ˆ
u(x)e−ix·ξdx, ∀ξ ∈ Rn.

We recall the following useful property of the Fourier transform:

F(∂αu)(ξ) = i|α|ξαFu(ξ), ξ ∈ Rn,

for any multiindex α = (α1, . . . , αn) with length |α|. Therefore, by taking the Fourier
transform of (1) we have {

i∂tû(t, ξ)− i2|ξ|2û(t, ξ) = 0,

û(0, ξ) = û0(ξ),

which has solution
û(t, ξ) = eit|ξ|

2
û0(ξ).
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Taking the inverse Fourier transform we finally get

u(t, x) = F−1
(
eit|ξ|

2
û0(ξ)

)
(x) =: e−it∆u0(x).

Moreover, by explicit computations it is not difficult to get that

u(t, x) =
1

(4πit)
n
2

ˆ
Rn
ei
|x−y|2

4t u0(y)dy.

Therefore, it is straightforward to obtain the following time-decay estimate for the
solution of the Schrödinger equation

(2) ‖e−it∆u0‖L∞x ≤ C|t|−
n
2 ‖u0‖L1

x
,

for some constant C > 0 which does not depend on t nor on the initial datum.

ii) Wave equation: Let us now focus on the Cauchy problem associated with the wave
equation

(3)


∂2
ttu−∆u = 0, (t, x) ∈ R× Rn,

u(0, x) = u0(x),

∂tu(0, x) = u1(x),

where as before u : R × Rn ! C. We would like to investigate the validity of a poly-
nomial time-decay estimate as in the case of Schrödinger. To do so, we play the same
game as before. We pass to the Fourier transform in (3). We obtain

u(t, x) = F−1
(

cos(t|ξ|)û0)(x) + F−1

(
sin(t|ξ|)
|ξ| û1(ξ)

)
(x)

=: cos(t
√
−∆)u0(x) +

sin(t
√
−∆)√
−∆

u1(x).

(4)

This representation suggests to focus on the study of

g := eit
√
−∆f = F−1

(
eit|ξ|f̂)(x)

since then

cos(t
√
−∆) =

eit
√
−∆ + e−it

√
−∆

2
= Re(eit

√
−∆),

sin(t
√
−∆) =

eit
√
−∆ − e−it

√
−∆

2i
= Im(eit

√
−∆).

The analysis of the decay of this propagator is not as simple as the one of Schrödinger;
in fact, it involves the study of oscillatory integrals via the method of stationary/non-
stationary phase. An extensive treatment of this topic can be found in [9]. Neverthe-
less, it has been proved that the following time-decay holds

(5) ‖eit
√
−∆u0‖L∞x ≤ C|t|−

n−1
2 ‖f‖L1

x

where C > 0 if f is frequency localized, that is, if

(6) supp f̂ ⊆ {r ≤ |ξ| ≤ R} for some 0 < r < R < +∞.
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2.2 Strichartz estimates

We observe that, by Plancherel’s theorem, we have “for free” an identity for both Schrödinger
and wave propagator. Indeed

‖e−it∆u0‖L2
x

= ‖eit|ξ|û0‖L2
ξ

= ‖û0‖L2
ξ

= ‖u0‖L2
x

and similarly
‖eit
√
−∆f‖L2

x
= ‖f‖L2

x
.

These estimates can be combined with the decay estimates found in the previous section
to obtain a number of inequalities involving space-time Lebesgue norms, called Strichartz
estimates. The classical method is based on real intepolation and duality arguments. It is
summarized in this result of Keel and Tao (see [10], Theorem 1.2) that we present here in
a simplified version.

Proposition 1 Let us assume that for each t ∈ R we have an operator U(t) : L2(Rn) !
L2(Rn) such that

i) for some c1 > 0
‖U(t)f‖L2 ≤ c1‖f‖L2 ,

ii) for some σ > 0 and c2 > 0

‖U(s)U(t)∗f‖L∞ ≤ c2|t− s|−σ‖f‖L1 .

Then the estimate
‖U(t)f‖LptLqx ≤ c‖f‖L2

x

holds for any (p, q) ∈ [2,+∞]2 σ−admissible, i. e. such that

1

p
+
σ

q
=
σ

2
, (p, q, σ) 6= (2,∞, 1).

All the constants that appear do not depend on t and on f .

The mixed Lebesgue norms are defined as

‖f‖Lpt (R;Lqx(Rn)) =

( ˆ
R

(ˆ
Rn
|f |qdx

) p
q

dt

) 1
q

∀p, q ∈ [1,+∞),

with natural modifications if p, q = +∞. Therefore, from (2) and Proposition 1, we have
the following family of Strichartz estimates for the Schrödinger propagator

‖e−it∆u0‖LptLqx ≤ c‖u0‖L2

for any p, q ≥ 2 such that

(7)
2

p
+
n

q
=
n

2
, q <

2n

n− 2
.
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A couple of indexes satisfying (7) is said to be Schrödinger admissible. Let us stress that,
if n > 2, the endpoint q = 2n

n−2 is admissible. Here and in the following we use c to denote
a positive constant which depends only on p, q, n.
On the other side, for the propagator associated to the wave equation we have that if f is
frequency localized (as in (6)) then

‖eit
√
−∆f‖LptLqx ≤ c‖f‖L2

for any p, q ≥ 2 such that

(8)
2

p
+
n− 1

q
=
n− 1

2
, q <

2(n− 1)

n− 3
.

A couple of indexes satisfying (8) is said to be wave admissible. In this case, the endpoint
q = 2(n−1)

n−3 is admissible if n > 3. It seems however too restrictive to consider only
frequency localized initial data. To recover the general case, one relies on the Paley-
Littlewood decomposition. We refer to [1] for more details and applications. Roughly
speaking, the main idea of this procedure consists in sampling the frequencies by means
of a decomposition in the frequency space in annuli of size 2j , j ∈ Z. In this way, one
obtains a decomposition of the function into a sum of a countable number of functions
whose Fourier transform is supported in an annulus. In this way it is possibile to prove
the following family of Strichartz estimates for a function f without any assumption of
localization:

‖eit
√
−∆f‖LptLqx ≤ c‖f‖Ḣs

where p, q are as in (8), s = n
(

1
2 − 1

q

)
− 1

p and the norm on the RHS is the homogeneous
Sobolev norm which can be defined for any γ ∈ R as

‖f‖Ḣγ = ‖|ξ|γ f̂(ξ)‖L2
ξ

= ‖(
√
−∆)γf‖L2 .

Finally, we can combine these estimates with the decomposition (4) to get the Strichartz
estimates for the wave equation; let u be a solution of (3), then

‖u‖LptLqx ≤ c(‖u0‖Ḣs + ‖u1‖Ḣs−1)

where p, q satisfy conditions (8) and s = n
(

1
2 − 1

q

)
− 1

p .
To conclude, let us discuss what kind of information it is possible to interfere from the
Strichartz estimates; locally in time, they describe a type of smoothing effect, but reflected
in a gain of integrability rather than regularity (if the datum is in L2

x, the solution u(t) is
in Lqx with q > 2 for most of the time), and only if one averages in time. For fixed time, no
gain in integrability is possible (see Exercise 2.35 in [13]). Globally in time, they describe a
decay effect: the Lqx norm of a solution u(t) must decay to zero as t!∞, at least in some
Lpt -averaged sense. Both effects of the Strichartz estimates reflect the dispersive nature of
the equation (i.e. that different frequencies propagate in different directions); it is easy to
verify that no such estimates are available for the dispersionless equations (e.g. transport
equation), except for the trivial pair of exponents (p, q) = (∞, 2).
Even if we will not discuss the applications in this account, we remark that these estimates
are widely used in the study of local and global well-posedness and scattering results for
nonlinear systems. An extensive treatment of this topic can be found in [11].
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3 The Dirac equation

The first goal of this section is to present the classical derivation of the Dirac equation on
R3. For the sake of brevity we will omit some details for which we refer the reader to Dirac’s
paper [8] and to [14]. We then describe the Strichartz estimates that hold for the Dirac
equation in a flat setting. In the second subsection we switch to curved backgrounds,
describing some very recent results regarding the dispersion, in terms of the validity of
Strichartz estimates, of these systems.

3.1 The Dirac equation on Rn

The Dirac equation was introduced by Paul Dirac in 1928 to describe the motion of
fermions, such as electrons, which move freely in R3. In order to explain how it was
derived, we start from the relativistic energy-momentum relation:

(9) E2 = p2c2 +m2c4

where p = (p1, p2, p3) and m are respectively the momentum and the mass of the particle
and c is the speed of light. Then, formally, the transition from classical to quantum
mechanics can be accomplished by substituting appropriate operators for the classical
quantities. In particular,

(10) E = p0 ! ih∂t, pj = −ih∂xj , j = 1, 2, 3,

where h is the Planck’s constant. Therefore, one obtains the Klein-Gordon equation

∂2
ttψ − c2∆ψ +

m2c4

h2
ψ = 0,

with ψ(t, x) a scalar function. The resulting equation is Lorentz covariant, but it does not
allow to describe the internal structure of the electrons, namely the spin. Moreover, if one
tries to construct a conserved current as for the Schrödinger equation, one obtains

ψ∗∂tψ − ψ∂tψ∗ = 0,

but the quantity defined on the LHS is not positive definite, so it is impossible to interpret
it as a probability density. The goal is then to find a first order in time equation which
admits a straightforward interpretation as in the Schrödinger equation. The first idea
would be to take the square-root of (9)

E =
√
p2c2 +m2c4

and quantized as before. In this way one gets the following equation

ih∂tψ =
√
−c2h2∆ +m2c4ψ.

This forces to face the problem of interpreting the square-root operator on the RHS. In
order to solve this problem, Dirac’s idea was to look for a linearized equation of the form

(p0 + α1p1 + α2p2 + α3p3 +mα4)ψ = 0,
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where {αi}4i=1 are some dynamical variables or operators that are independent of t, x1, x2, x3.
That is to say, by “squaring” the equation we should obtain the energy-momentum relation.
Recalling (10) we formally impose

(11) (i∂t − i
3∑
j=1

αj∂xj +mα4)(−i∂t − i
3∑
j=1

αj∂xj +mα4) =
(
∂2
tt −∆ +m2

)
⊗ 1.

Here and in the following, to lighten the notation, we set c = h = 1. We compute the LHS
and get

∂2
tt −

3∑
j=1

α2
j∂

2
xjxj +m2α2

4 −
3∑

i,j=1,i<j

(αiαj + αjαi)∂xi∂xj − im
3∑
j=1

(αjα4 + α4αj)∂xj .

Therefore, in order to get the Klein-Gordon equation (or, better, a system of decoupled
equations) we have to look for {αj}4j=1 such that

{αi, αj} := αiαj + αjαi = 2δij1, ∀i, j = 1, . . . 4,

where δij is the Kronecker delta. From this relation it is clear that αj ’s cannot be scalars,
but matrices. The smallest dimension in which these four matrices can be realized isN = 4.
In a particular and widely used representation the α’s matrices, called Dirac matrices, are
given by

αj =

(
02×2 σj
σj 02×2

)
, j = 1, 2, 3, α4 =

(
12×2 02×2

02×2 12×2

)
,

Here σj ∈M2×2(C) are the Pauli matrices:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

At last, the Dirac equation reads as

i∂tψ +Dψ +mα4ψ = 0,

where ψ := Rt×R3
x ! C4, D is the Dirac operator defined as D := −i∑j αj∂xj and m ≥ 0.

The vector-valued wavefunction ψ on which the Dirac operator acts is called spinor. It is
possibile to show that the obtained equation is Lorentz covariant, we refer to [3] (section
2.1) for the details.

This construction can be generalized for x ∈ Rn, n ∈ N. In this case, the α matrices
are taken in MN×N (C) with N = 2d

n
2
e. For a reader with interests in algebra, we remark

that the problem of finding these matrices is connected to the one of finding a basis for
the Clifford algebra Cl1,3(R).

As we saw before, the dynamics of the Dirac equation is strictly connected to the one
of the wave or Klein-Gordon equation, respectively if m = 0 or m > 0. Indeed, by the
identity (11) we obtain that u(t, x) := eit(D+mα4)u0(x) satisfies the Cauchy problem

(∂2
tt −∆ +m2)1Nu = 0,

u(0, x) = u0(x),

∂tu(0, x) = i(D +mα4)u0(x).
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Hence, each component of u satisfies the same Strichartz estimates as for the n−dimensional
wave or Klein-Gordon equation. Let us briefly recall them, for the sake of completeness
(we refer to [7] (appendix A) for the ones of the Klein-Gordon equation).
Let u be the solution of the Cauchy problem associated with the massless Dirac equation{

i∂tu+Du = 0,

u(0, x) = u0(x).

Then, for any (p, q) wave admissible

‖u‖LptLqx ≤ c‖u0‖Ḣs

where s = 1
2 + 1

p − 1
q . Instead, if v is a solution of the Cauchy problem associated with the

massive Dirac equation {
i∂tv +Dv +mα4v = 0,

v(0, x) = v0(x).

The following estimates hold for any (p, q) Schrödinger admissible:

‖v‖LptLqx ≤ c‖v0‖Hs

with s = 1
2 + 1

p − 1
q . We observe that in the latter case the norm of the RHS is the

non-homogeneous Sobolev norm. It can be defined for any γ ∈ R as

‖f‖Hγ = ‖〈ξ〉γ f̂(ξ)‖L2
ξ

= ‖〈
√
−∆〉γf‖L2 ,

where 〈·〉 denotes the Japanese bracket, 〈x〉 :=
√

1 + x2.

Remark 1 As we have seen, there exists a strong link between the massless/massive Dirac
equation and the wave/Klein-Gordon equation. We should however remark that the Dirac
equation is also connected with the Schrödinger equation. Indeed, in the non-relativistic
limit c! +∞ it is possible to find solutions of the Dirac equation that resemble suitably
rescaled and modulated solutions of the Schrödinger equation and viceversa. We suggest
the interested reader to look at [13] (chapter 2, Ex. 2.8) for references.

3.2 The Dirac equation on curved backgrounds

We now describe how the Dirac equation can be adapted to non-flat backgrounds. We stress
the fact that, due to the rich algebraic structure of the Dirac operator, its generalization to
curved spaces, even if classical, is significantly more delicate than the one of the Laplacian.
The aim here is not to present this construction in the full generality. We refer to [12] and
[5] for a gentle introduction. We restrict to the case where time and space are decoupled.
The final goal will be to present some very recent results without proofs, contained in [6, 4],
concerning respectively global-in-time and local-in-time Strichartz estimates for the Dirac
equation on asymptotically flat manifolds and on compact manifolds without boundary.
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As discussed in the previous subsection the construction of the Dirac equation on Rn relies
on a family of matrices αj such that(1)

(12) {αi, αj} = 2δij1.

Then, the Dirac operator was defined as DRn = −iαj∂xj , using Einstein’s notation for the
sum over same indexes. We observe that δij is (the inverse of) the metric that gives the
Euclidean scalar product on Rn. Let us now replace (Rn, δij) with a complete manifoldM
with a given Riemannian metric gµν and inverse gµν . The idea is then to look for some
matrices γµ such that

(13) {γµ, γν} = 2gµν(x)1

and define the Dirac operator as DM = −iγµDµ with Dµ is the covariant derivative acting
on spinor fields. In order to describe these gamma matrices, which are now depending
locally on the manifoldM, the so called n-bein formalism is commonly used in the liter-
ature. Roughly speaking, one chooses a frame that locally sends the tangent space Tx0M
to the flat one. More precisely, we take matrices eµa(x) such that

eµa(x)gµν(x)eνb (x) = δab or equivalently eµa(x)δabeνb (x) = gµν(x),

with µ, ν, a, b ∈ {1, . . . , n}. Then, it is not difficult to prove that the matrices defined as

γµ := eµa(x)αa, µ = 1, . . . , n

satisfy the anticommuting relation (13). Moreover, the covariant derivative for a Dirac
spinor is given by

Dµ = ∂µ +Bµ, µ = 1, . . . , n,

where
Bµ =

1

8
ωabµ [γ̄a, γ̄b], γ̄0 = α0, γ̄j = α0αj , j = 1, . . . , n

with ωabµ a pure geometric factor, called spin connection that can be defined in terms of
the n-bein eµa(x) and the metric gµν . Then, the Dirac equation on Rt ×Mx reads as

i∂tψ +DMψ +mα0ψ = 0.

Before describing two recent results concerning the validity of Strichartz estimates for the
Dirac equation in two different curved settings, let us observe what we get when we “square”
this equation; i.e., we compute(

i∂t + (DM +mα0)
)(
− i∂t + (DM +mα0)

)
= ∂2

tt −∆S +m2 +
1

4
Rg.

Compared to the flat case, in the RHS we get an extra factor, namely the scalar curvature
associated to the spatial metric g. Moreover, it is important to stress the fact that ∆S is

(1)We raise and lower latin indexes multiplying by δ; xj = δijxi and xj = δijx
j .
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not for the Laplace-Beltrami operator, but the spinorial laplacian. It can be expanded in
terms of the Laplace-Beltrami operator, denoted as ∆g:

∆S = ∆g − Ω1 − Ω2,

where Ωj j = 1, 2 are terms of order, respectively, one and zero(2):

Ω1 = 2Bµ∂µ, Ω2 = −∂µBµ +BµBµ − Γµνν Bµ,

where Γµνν denote the standard Christoffel symbol. This means that it is not possible to
apply effortlessly the available results for the wave/Klein-Gordon equation to the Dirac
setting.

Let us now focus on two different possible choices for the metrics g.

i) Asymptotically flat manifolds: Let us take n = 3. We assume g ∈ C∞(R3) to be
“close” to the identity. That is, there exists a constant cg and σ ∈ (0, 1) such that for
all α ∈ N3, |α| = α1 + α2 + α3 ≤ 3 and all x∣∣∂α(gij(x)− δij)

∣∣ ≤ cg〈x〉−|α|−1−σ

where ∂α = ∂α1
x1
∂α2
x2
∂α

3

x3
. Then, it is proved in [6](Theorem 1.2) that the massless Dirac

flow satisfies the Strichartz estimate:∥∥eitDu0

∥∥
Lpt (R;Lqx(M))

≤ c‖u0‖Ḣs(M)

for all wave admissible exponents, while in the massive case (m > 0) we have∥∥eit(D+mα0)u0

∥∥
Lpt (R;Lqx(M))

≤ c‖u0‖
Hs+ 1

2 (M)

for all Schrödinger admissible exponents. In both cases, s is given by s = 1
2 + 1

p − 1
q ,

as in the flat case.

ii) Smooth compact manifolds without boundary : Let nowM be a smooth compact Rie-
mannian manifold without boundary of dimension d ≥ 2 equipped with a spin struc-
ture. Differently from the cases above, we now estimate the Lp-norm in time restricted
to a bounded interval I ⊂ R. We have the following result (Theorem 2 in [4]):
for any wave admissible pairs (p, q)∥∥eit(D+mα0)u0

∥∥
Lpt (I;Lqx(M))

≤ c(I)‖u0‖Hs(M)

and for any Schrödinger admissible ones∥∥eit(D+mα0)u0

∥∥
Lpt (I;Lqx(M))

≤ c(I)‖u0‖
H
s+ 1

2p (M)
.

Moreover, we remark that in the latter case it is possibile to show that the obtained
estimates are optimal for index p = 2 for the spheres of dimensions d ≥ 4.

(2)Greek indexes are lowered and raised multiplying by gµν and gµν .
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Topological Data Analysis (TDA)
Basic concepts and applications

Cinzia Bandiziol (∗)

In the last two decades, with the increasing need of analysing big amout of data,
that usually are complex and of high dimension, it was revealed meaningfull and helpfull
to discover new methodologies in order to provide new information from data. This has
brought to the birth of Topological Data Analisys (TDA), whose aim is to extract intrinsic,
topological features from data, related to the so called "shape of data". These kinds of
features, collected in the so called Persistence Diagrams, has been winning in many different
applications, mainly related to applied science, improving the performances of models and
of classifiers, as in our context. Thanks to the strong theoretical basis behind, the TDA
is very versatile and can be applied to data with a priori any kind of structure, as we will
explain in the following. Therefore in literature there are a lot of applications of TDA to
different fields like biology, chemistry, medicine, neuroscience, phisics only to name a few.

The main tool of TDA is the so called Persistent Homology, that allow us to extract
persistent topoloical features from data. This method derived directly from the Algebraic
topology, that is a branch of math that uses tools from linear algebra to study topological
spaces in order to find its algebraic invariants. An example of such invariants are the
homology groups. Intuitively, given a topological space X, the n homology group, Hn(X),
consists of the n-dimensional holes that characterize the space itself. In application, users
usually consider only 0,1,2 dimensional holes as we will explained later.

Figure 1: Thorus with its Betti Numbers

From a general point of view, if we have a topological space or simply a surface like
a thorus, the aim is to count the number of connected components (0-dimensional holes),

(∗)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy. E-mail:
. Seminar held on 20 June 2024.
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cicles (1-dimensional holes) and cavities/voids (2-dimensional holes) with the idea that
these numbers can indeed represent and characterize the space X from a qualitative and
intrinsic point of view.

The numbers reported at the bottom of the figure represent such holes, the so called
Betti number, for instance the rank of the homology groups previously mentioned. In the
case of thorus, it is evident how there is only 1 connected component, 2 cicles as marked in
the picture and obviously 1 cavity as tunnel inside the thorus. Now the idea is to understand
how to extend this theory to be able to deal with discrete data as for example point clouds.
For reach the purpose, it is needed to put some geometrical structure into data and this
can be done thanks to the simplicial homology. This theory consists of applying homology
to structures known as simplicial complexes, that are the generalization of triangulation of
a topological space. Then, starting from a discrete dataset, as point cloud, the idea is to
consider not only one simplicial complex build upon points, but a nested sequence of them,
always more and more complex, and see which topological features appear and disappear
through the evolution. This is the idea behind Persistent Homology.

The first concept to introduce is the simplicial complex,

Definition 1 A simplicial complex K consists of a set of simplices of certain dimensions
and has to meet the following conditions:

• Every face of a simplex in K is also in K

• The non-empty intersection of any two simplices σ1, σ2 ∈ K is a face of both σ1 and
σ2

Figure 2: Simplices of low dimensions

We recall that the simplices of lower dimensions are as in the picture: a vertex (0 dim
simplex), and edge (1 dim simplex), a triangle (2 dim simplex) and a thetraedron (3 dim
simplex).

Another meaningfull ingredient to be able to extract topological information is the
filtration. First, we introduce a filtration funtion,

f : K ! R such that f(τ) ≤ f(σ),∀τ ⊂ σ in K.

Considering the simplicial complex of sublevel set Ka = K(f−1((−∞, a])), where we
say that a simplex σ ∈ Ka ⇐⇒ f(σ) ≤ a, we end up with the building of a filtration

∅ = K0 ⊆ K1 ⊆ · · · ⊆ Kn−1 ⊆ Kn = K (Filtration)
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that goes from the empty simplicial complex to the whole K. Studing the evolution, one
can recognize the appearence and the disappearance of features. For example, a connected
component can appear in Kj and appear for the last time in Kj+k gluing then togheter
with another one. Such a topological feature can be denoted using the corresponding
indexes of the related simplicial complexes. In the aforementioned example, such feature
is p = (j, j + k). Taking the difference between them one obtains the lifetime of the
feature, called persistence. All these points can then be collected in a multiset of points,
{(bi, di) ∈ R2|i ∈ I} the so called Persistence Diagram (PD).

Figure 3: An example of Persistence Diagram

The Figure 3 is an example of PD collecting features of dimension 0 (in blue), of
dimension 1 (in orange) and of dimension 2 (in green). Points close to diagonal represent
features with short lifetime, and so usually are concern with noise, instead features far
away are indeed relevant and meaningfull and, based on applications, one can decide to
consider both or only the most relevant.

An interesting property of PD is its robustness or stability to noise. Before citing the
most important result, we need to introduce some notions of distances in order to compare
PDs each other.

Definition 2 Given two non empty sets X,Y ⊂ R2 with the same cardinality, the Haus-
dorff distance is

dH(X,Y ) = max{sup
x∈X

inf
y∈Y
‖x− y‖∞, sup

y∈Y
inf
x∈X
‖x− y‖∞}
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and the Bottleneck distance is defined as

dB(X,Y ) = inf
γ

sup
x∈X
‖x− γ(x)‖∞

where γ varies among all the bijections γ : X ! Y and ‖‖∞ is the usual supnorm.

Then

Theorem 1 Let X and Y be finite subset of a metric space (M,dM ). Then

dB(D(X), D(Y )) ≤ dH(X,Y )

where D(X), D(Y ) are persistence diagrams related to X,Y .

The previous theorem, introduced in [1], means that if the original set is affected by
noise and the distance between the original one is lower than ε than the related PDs differs
for at most the same quantity.

The TDA can be applied to data with different discrete structures. First we see the
example of point clouds.

In the case of point cloud, we can infer some geometrical structure through the Vietoris
Rips complex.

Definition 3 Let (X , d) denote a metric space from which the samples are taken. Then
the Vietoris-Rips complex for X , attached to the parameter ε, denoted by V R(X , ε),
will be the simplicial complex whose vertex set X and where {x0, . . . , xk} spans a k-simplex
if and only if d(xi, xj) 6 2ε for all 0 6 i, j 6 k.

At ε varies, we obtain the Vietoris-Rips complexes that provide the elements of a
filtration ∅ = K1 ⊂ K2 ⊂ · · · ⊂ Kr with Ki = V R(X , εi).

Graphically the PH pipeline is represented by Figure 4.

Figure 4: Persistent pipeline for point cloud data
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The birth and the death of persistent features, in this example, is collected in the so
called Persistence Barcode (PB), on the right of each subfigures. In subfigure a, we start
with only n points that correspond to n different connected components and to n lines in
the PB. It is evident that the point cloud is characterize by 1 connected component and two
cicles, one bigger than the other one and we want to recover these information with PH. In
step b, the radius of each ball increases and some of them intersect each other. Following
the definition of VR complex, if it happens two points are connected with an edge and
therefore the number of connected components decreases. In fact only 5 lines/connected
components are still alive. In c, the radius further increases and we end up with only
1 connected component still alive and the apparence of two cicles, as expected. In d,
only the bigger one cicle survive and finally the extreme case in subfigure e, has a fully
connected structure and give no any further information. The final PB effectively shows
the topological features predicted that can easily traslate into the PD, at the bottom right
of the picture.

TDA is indeed versatile, and following more or less the same procedure, one can apply
to other structures. In the case of grayscale image, one deals with a set of ordered pixels
with the corresponding gray value as filtration function.

Figure 5: An image from MNIST

An example of handwritten digit taken from MNIST dataset, well known and really
common in the classification community.

In the case of graphs, or better undirected graph, G = (V,E) with V the set of
vertices and E the set of edges, we consider f : V ! R defined on its vertices, defining
the sublevel vertex function based filtration by the nested sequence of subgraphs
Gδ = (Vδ, Eδ) where Vδ = {v ∈ V |f(v) ≤ δ} and Eδ = {(u, v) ∈ E|max{f(u), f(v)} ≤ δ}.
An example is given in Figure 6, where it is evident how the structure appears slowly along
the filtration.
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Figure 6: Example of graph filtration

The last example is related to 1-dimensional time series, that are object like {xt ∈
R|t = 1, . . . , T}. Thanks to the Taken’s embedding, they can be translated into point
cloud. If we fix the values for two parameters: τ > 0 the delay parameter and d > 0
the dimension, in a suitable way, we end up with a subset of points in Rd composed by
vi = {xi, xi+τ , . . . , xi+(d−1)τ} for i = 1, . . . , T − (d− 1)τ .

For the purpose of the talk, our aim is to solve the classification problem, or better,
to be able to classify PDs. The classification problem is indeed common in the Machine
Learning or Deep Learning community.

Let X = {xi}i=1,...,m a dataset as subset of Rd with labels {yi}i=1,...,m where yi ∈ Y =
{−1, 1} (binary problem). The classification task consists of finding out a function/classifier
that, based on input data (xi, yi)i=1,...,m, is able to predict the label of an unseen point x̄.
There exists several methods that solve such a problem as for example:

• SVM

• KNN

• Random Forest

• Neural Network

• . . .

but for our purpose we are interested in Support Vector Machine (SVM). The geometric
idea behind the method is well described in the picture.

Figure 7: Geometric idea of SVM
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The aim is to find out the hyperplane that is able to separate ,in the best possible way,
points that belong to different classes and from here the name separating hyperplane. The
best possible means that it separates the two classes with the higher margin, that is the
distance between the hyperplane and the points of both classes. After some computations,
such optimization problem turns out to have the following formulation.

The SVM optimization problem is given by [2]

max
α ∈ Rm

W (α) =

m∑
i=1

αi −
1

2

m∑
i,j=1

αiαjyiyj〈xi, xj〉

s. to
m∑
i=1

αiyi = 0

αi > 0 ∀i = 1, . . . ,m

αi > 0 are called Support Vectors, from here the name Support Vector Machine and 〈·, ·〉
denotes inner product in Rd. This formulation is able to face satisfactorily the classification
task if data are linearly separable. In applications it happens frequently that data aren’t
linearly separable and so it is needed to introduce some nonlinearity and moving in higher
dimensional space where, hopefully, that happens. This can be achieved with the use of
kernels. Starting from the original dataset or feature space X , the theory tells to introduce
a feature map Φ : X ! H that moves data from X to an Hilbert space of function H.
The kernel is then defined as κ(x, x̄) := 〈Φ(x),Φ(x̄)〉H (kernel trick). With kernels the
optimization problem becomes

max
α ∈ Rm

W (α) =

m∑
i=1

αi −
1

2

m∑
i,j=1

αiαjyiyjκ(xi, xj)

s. to
m∑
i=1

αiyi = 0

αi > 0 ∀i = 1, . . . ,m

where kernel represents a generalization of the inner product in Rd. We are interested in
classifying PDs and obviously we need suitable definitions for kernels for PDs, the so called
Persistence Kernels. In what follows we denote with D the set of PDs.

The first kernel was described in [3]. The main idea is to compute feature map as the
solution of a PDE. We consider Ωad = {x = (x1, x2) ∈ R2 : x2 > x1} and we denote
with δx the Dirac delta centered at x. For a given D ∈ D, we consider the solution
u : Ωad × R>0 ! R, (x, t) 7! u(x, t) of the following PDE:

∆xu = ∂tu in Ωad × R>0

u = 0 on ∂Ωad × R>0

u =
∑
y∈D

δy on Ωad × 0
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The feature map Φσ : D ! L2(Ωad) at scale σ > 0 at D is defined as Φσ(D) = u
∣∣
t=σ.

This map yields the Persistence Scale Space Kernel (PSSK) Kσ on D as:

Kσ(D,E) = 〈Φσ(D),Φσ(E)〉L2(Ωad).

But since it is known an explicit formula for the solution u, the kernel takes the form

Kσ(D,E) =
1

8πσ

∑
y∈D,z∈E

exp(−‖y− z‖2
8σ

)− exp(−‖y− z̄‖2
8σ

)

where z = (a, b), z̄ = (b, a), for any D,E ∈ D.

In [4], the authors introduce a new kernel where the idea is to replace each PD with
a discrete measure. Starting with a strictly positive definite kernel, as for example the

gaussian one κG(x, y) = e−
‖x−y‖2

2σ2 , σ > 0 we denote the corresponding RKHS with HκG .
If Ω ⊂ Rd, we denote with Mb(Ω) the space of finite signed Radon measures and

EκG : Mb(Ω)! HκG , µ 7!
ˆ

Ω
κG(·, x)dµ(x).

For any D ∈ D, if µwD =
∑

x∈D w(x)δx, where the weight function satisfies w(x) > 0
for all x ∈ D then

EκG(µwD) =
∑
x∈D

w(x)κG(·, x).

The Persistence Weight Gaussian Kernel (PWGK) is defined as

Kw
G(D,E) = exp

(
− 1

2τ2
‖EκG(µwD)− EκG(µwE)‖2HκG

)
, τ > 0

for any D,E ∈ D.

Another possible choice for κ was introduced in [5].
We consider µ and ν two nonnegative measures on R such that µ(R) = r = |µ| and

ν(R) = r = |ν|, we recall that the 1-Wasserstein distance for nonnegative measures is
defined as

W(µ, ν) = inf
P∈Π(µ,ν)

ˆ ˆ
R×R
|x− y|dP (x, y)

where Π(µ, ν) is the set of measures on R2 with marginals µ and ν.

Definition 4 Given θ ∈ R2 with ‖θ‖2 = 1, let L(θ) denote the line {λθ|λ ∈ R} and
let πθ : R2 ! L(θ) be the orthogonal projection onto L(θ). Let D,E ∈ D and let
µθD :=

∑
p∈D δπθ(p) and µθD∆ :=

∑
p∈D δπθ◦π∆(p) and similarly for µθE and µθE∆ where π∆ is

the orthogonal projection onto the diagonal. Then, the Sliced Wasserstein distance is

SW (D,E) =
1

2π

ˆ
S1

W(µθD + µθE∆, µ
θ
E + µθD∆)dθ
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Thus, the Sliced Wasserstein Kernel (SWK) is defined as

KSW (D,E) := exp

(
− SW (D,E)

2σ2

)
, σ > 0

for any D,E ∈ D. The last kernel available in literature is the Fisher Information Kernel
introduced in [6], where the idea of the authors is to replace each PD with a probability
distribution. So if D ∈ D

ρD(x) :=
1

Z

∑
u∈D

N(x;u, σI)

where N is a gaussian function, Z =
´ ∑

u∈DN(x;u, σI)dx and I is the identity matrix.
If we denote P = {ρ|

´
ρ(x)dx = 1, ρ(x) ≥ 0}, we recall

Definition 5 Given two element in ρi, ρj ∈ P, the Fisher Information Metric is

dP(ρi, ρj) = arccos

(ˆ √
ρi(x)ρj(x)dx

)
,

and we extend it to

Definition 6 Let D,E ∈ D. The Fisher Information Metric between D and E, is
defined as

dFIM (D,E) := dP(ρD∪E∆
, ρE∪D∆

)

whereD∆ := {Π∆(u)|u ∈ D} and Π∆ is the projection on the diagonal ∆ = {(a, a)|a ≥ 0}.

The Persistence Fisher Kernel (PFK) is then defined as

K(D,E) := exp(−tdFIM (D,E)), t > 0, for any D,E ∈ D.

Finally we report an application to real world data, taken from the world of neuro-
science. As in [7], we consider the OASIS Brains Dataset that is a compilation of MRI
and PET images and related clinical data and the aim is to predict if a person has the
Alzheimer disease or not.
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For this purpose, thanks to the estimation of corthical thickness on 32 points in both right
and left hemisphere of the brain, we build the VR complexes and extract the PD collecting
persistent features of dimension 1 and 2. Then we proceed in solving the classification task
and evaluate the performances using the Accuracy. For balanced and binary classification
problems, the accuracy is defined as

accuracy =
number of points classified correctly

total number of points

and thus it is a measure of how good the classifier is. The aim is that such a quantity
must be closer to 1. Results in table show that kernels are all quiet good in classification,
achieving accuracy of more than 0.7.

Kernel Accuracy
PSSK 0.78
PWGK 0.74
SWK 0.76
PFK 0.74
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