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Preface

This document offers a large overview of the eight months’ schedule of Seminario Dottorato 2015/16. Our “Seminario Dottorato” (Graduate Seminar) is a double-aimed activity. At one hand, the speakers (usually Ph.D. students or post-docs, but sometimes also senior researchers) are invited to think how to communicate their researches to a public of mathematically well-educated but not specialist people, by preserving both understandability and the flavour of a research report. At the same time, people in the audience enjoy a rare opportunity to get an accessible but also precise idea of what’s going on in some mathematical research area that they might not know very well.

Let us take this opportunity to warmly thank the speakers once again, in particular for their nice agreement to write down these notes to leave a concrete footprint of their participation. We are also grateful to the colleagues who helped us, through their advices and suggestions, in building an interesting and culturally complete program.

Padova, July 2nd, 2016

Corrado Marastoni, Tiziano Vargiolu
Abstracts (from Seminario Dottorato’s web page)

Wednesday 7 October 2015

**Rare events in finance by PDE methods**

**DARIA GHILLI** (Padova, Dip. Mat.)

Rare events, or tails events, are events which happen only “rarely”, in other words, they are situated in the tails of the distribution. Take for example the well-known experiment of tossing a coin: our experience (and also the law of large numbers) says that, after a big enough number of tosses, the most probable value for the empirical mean of the outcomes is $1/2$. But what about the probability of being far from $1/2$? This is a typical rare event.

The theory who deals with the estimation of tails events is called “large deviations theory” and has many applications, for example, in risk management and finance.

After an introduction to the theory, we consider applications to financial mathematics, concerning the estimation of price of particular type of options (out-of the money) near their maturity. These are typical financial objects whose value deteriorates quickly in time and then are considered, in this context, as rare events. Our approach – mainly of analytical nature – is different from the classical probabilistic ones.

Wednesday 18 November 2015

**Learning with Kernels**

**Michele DONINI** (Padova, Dip. Mat.)

To solve a problem on a computer, we need an algorithm, which is a sequence of instructions that should be carried out to transform the input into the output. For some tasks, we do not have an algorithm: we know what the input is, we know what the output should be but we do not know how to transform the input into the output. What we lack in knowledge, we make up for in data. We can exploit data to “learn” using a Machine Learning algorithm, that is able to extract automatically the algorithm for the task.

In this talk, we give an introduction to a family of Machine Learning algorithms called Kernel Methods, starting from a general introduction to the Machine Learning problems and its purposes. After building up the fundamental tools of learning with kernels, we will introduce the principal ideas behind this family of algorithms and its ability to learn automatically using data.
Wednesday 2 December 2015

A simple mathematical model for micro-swimmers

MARTA ZOPPELLO (Padova, Dip. Mat.)

What does it mean swimming? How can mathematics treat this problem? What is the best strategy to move in a certain direction? The study of the swimming strategies of micro-organisms is attracting increasing attention in the recent literature. One of the main difficulties is the complexity of the hydrodynamic forces exerted by the fluid on the swimmer as a reaction to its shape changes. We show that there exists an optimal swimming strategy which leads to minimize the time to reach a desired target. Numerical simulations performed are in good agreement with theoretical predictions and suggest that the optimal strategy is periodic, i.e. composed of a sequence of identical strokes.

Thursday 17 December 2015

Computational social choice: between AI and Economics

ANDREA LOREGGIA (Padova, Dip. Mat.)

During the last decades, the trend has been for disciplines to converge on common techniques to be used in similar problems, besides focusing on specific techniques to be used in narrow domains. AI is one of the best examples: the cross-fertilisation process leads to a very fascinating solutions. Consider for example genetic algorithms, which mimic evolutionary mechanisms to solve search and optimization problems. The individualistic approach of problem solving becomes insufficient: concepts, techniques and experts need to collaborate to get a better understanding of the problems they would like to solve. The techniques that AI makes available are being used by many other disciplines. AI nowadays inundates our everyday life with tools and methods that are hidden in our household electrical devices, smartphones and much more. Starting from the field of multi-agent systems, researchers in AI recently considered the use of models and problems from economics. Notable examples are voting systems used to aggregate the results of several search engines, game theoretic methods that analyse the complex interaction of autonomous agents, and matching procedures implemented on large-scale problems such as the coordination of kidneys transplants and the assignment of students to schools. In this scenario, a number of research lines federated under the name of computational social choice. The need for a computational study of collective decision procedures is clear. On the one hand, from crowdsourcing to university admission ranking, many real-life applications apply existing social choice methods to large scale problems. On the other hand, collective decision-making is not a prerogative of human societies, and multi-agent systems can use these methods to coordinate their actions when facing complex situations. In this talk, we would like to focus on two examples that highlight the impact of a computational approach to classical problems of collective choice. First, by studying repeated decisions (think of opinion polls that precede an election) to evaluate the quality of the result, and, second, by devising innovative procedures to predict the preferences of a collection of individuals.
Wednesday 20 January 2016

Quivers, representations of algebras and beyond

GABRIELLA D’ESTE (Univ. Milano, Dip. Mat.)

I will illustrate some results obtained by using techniques and general ideas coming from representation theory of finite dimensional algebras. These algebras will almost always be "path algebras" given by quivers, that is oriented graphs, with finitely many vertices and arrows. In less technical words, I will describe some results of applied linear algebra.

Wednesday 17 February 2016

On the behavior of membranes and plates upon perturbations of shape and density

LUIGI PROVENZANO (Padova, Dip. Mat.)

In this talk we consider eigenvalue problems for second and fourth order partial differential operators. Such problems arise from the study of the transverse vibrations of thin membranes and plates, respectively. We are interested in the behavior of the normal modes of vibration (i.e., the eigenvalues) upon variations of the shape and the density of the membrane/plate. In particular, we shall consider the issue of the optimization of the eigenvalues depending on such parameters, under suitable constraints (of fixed volume or mass, for example). The talk is of introductory type and is intended for a general audience, no matter the field of expertise.

Wednesday 2 March 2016

Introduction to propagation of chaos for mean-field interacting particle systems

LUISA ANDREIS (Padova, Dip. Mat.)

The purpose of this talk is to give an overview on mean-field interacting particle systems. We will focus on the notion of propagation of chaos, which aims to understand the connection between the microscopic and the macroscopic description of phenomena. Usually, an interacting particle system refers to the microscopic level and a corresponding nonlinear process describes the macroscopic one. In a great number of situations, under hypothesis on the symmetry of the system and on the type of interaction, the link between these two levels is precisely given by propagation of chaos. Since the talk is intended for a general audience, we start by recalling basic definitions and results of Probability. Then we introduce the basic concepts of the theory, by means of classical examples as well as recent ones.
Cosheaves, an introduction

PIETRO POLESELLO (Padova, Dip. Mat.)

It is well known that locally defined distributions glue together, that is, they define a sheaf. In fact, this follows immediately from the fact that test functions (i.e. smooth functions with compact support) form a cosheaf, which is the dual notion of a sheaf.

By definition, cosheaves on a space $X$ and with values in category $C$ are dual to sheaves on $X$ with values in the opposite category $C^{\text{op}}$. For this reason, cosheaves did not attract much attention, being considered as part of sheaf theory. However, passing from $C$ to $C^{\text{op}}$, may cause difficulties, as in general $C$ and $C^{\text{op}}$ do not share the same good properties needed for sheaf theory (e.g. colimits are not exact in $\text{Ab}^{\text{op}}$, the opposite of category of abelian groups). Moreover, dealing with cosheaves may be more convenient, as they appear naturally in analysis (as the compactly supported sections of $c$-soft sheaves, such as smooth functions or distributions), in algebraic analysis (e.g. as the subanalytic cosheaf of Schwartz functions), in topology (in relation with Fox’s theory of topological branched coverings), and in topos theory. Moreover, as sheaves are the natural coefficient spaces for cohomology theories, cosheaves play the same role for homology theories, such as Čech homology, and they are (hidden) ingredients of Poincaré duality (recently, $\infty$-cosheaves infiltrated Poincaré-Verdier duality in the context of Lurie’s higher topos theory).

In this seminar, I will give a brief introduction to cosheaves, giving examples and explaining the relation with sheaves, with Lawvere’s distributions and with Fox’s branched coverings.

Cheapest Routes with Integer Linear Programming

Michele BARBATO (LIPN, Univ. Paris 13, France)

Combinatorial Optimization deals with the optimization of a function over a finite, but huge, set of elements. It has a great impact on real life, as several problems arising in logistics, scheduling, facility location, to cite a few, can be stated as Combinatorial Optimization problems. Often problems of this kind can be expressed as Integer Linear Programs (ILP), i.e., problems in which the function to be optimized is linear and so are the constraints that define the feasibility set. In the first part of the talk, we provide an introductory presentation of some well-established methods in Integer Linear Programming. These methods are presented through examples that, in several cases, also motivate theoretical questions (e.g., the polyhedral study). We will consider as initial case of study the Traveling Salesman Problem (TSP). The TSP consists in finding the cheapest route that visits a prescribed set of cities exactly once, before returning to the starting point. As such, the TSP is a prototype of several other problems arising in logistics. In the second part of
the presentation we will talk about the Double Traveling Salesman Problem with Multiple Stacks, that combines the construction of a cheapest route with loading constraints. We will reveal links between this problem and the TSP, as well as the limitations that a purely routing-based approach has for this problem.

Wednesday 4 May 2016

Isoperimetric inequalities in Carnot-Carathéodory spaces

Valentina Franceschi (Padova, Dip. Mat.)

One of the most ancient mathematical problems is Dido’s problem, appearing in Virgil’s Aeneid: what is the shape to give to a rope in order to enclose a maximal region of land? The expected solution is of course the circle. Despite the ancient origins, a rigorous mathematical formulation and solution is quite recent, dating back to the 1950s when Caccioppoli and De Giorgi introduced the notion of perimeter in the n-dimensional Euclidean space. The latter notion led to the study of isoperimetric inequalities and to the solution of Dido’s problem generalized to n dimensions. Mathematicians then generalized isoperimetric inequalities to different frameworks, such as riemannian manifolds and metric spaces. After an overview of the classical definitions, in this talk, we present isoperimetric inequalities in a class of metric spaces arising from the study of hypoelliptic differential operators, called Carnot-Carathéodory spaces. We conclude presenting the main conjecture in this framework (Pansu’s conjecture) and some related results.

Wednesday 25 May 2016

Fractional Calculus: Numerical Methods and Models

Abdelsheed Ismail Gad Ameen (Padova, Dip. Mat.)

In this talk, we first give a short introduction of fractional calculus (FC) and its geometrical, physical interpretation. Then, we discuss the differential equations of fractional order (Caputo type) which have recently proved to be valuable tools for modeling of many biological phenomena. Most of fractional ordinary differential equations (FODEs) do not have exact analytic solutions so that numerical techniques must be used. Hence, we present the fractional Euler method to solve systems of nonlinear FODEs and show how to use this method for solving the Susceptible-Infected-Recovered (SIR) model of fractional order.
**Seminario Dottorato 2015/16**

**Wednesday 1 June 2016**

**Polyhedral structures in algebraic geometry**  
**Stefano URBINATI** (Padova, Dip. Mat.)

Algebraic geometry studies the zero locus of polynomial equations connecting the related algebraic and geometrical structures. In several cases, nevertheless the theory is extremely precise and elegant, it is hard to read in a simple way the information behind such structures. A possible way of avoiding this problem is that of associating to polynomials some polyhedral structures that immediately give some of the information connected to the zero locus of the polynomial. In relation to this strategy I will introduce Newton-Okounkov bodies and Tropical Geometry.

---

**Wednesday 15 June 2016**

**Computed Tomography: a real case example of inverse problem**  
**Elena MOROTTI** (Padova, Dip. Mat.)

X-ray computed tomography (CT) is a well known medical imaging technique, that seeks to reveal internal structures hidden by the skin and bones. Mathematically, the CT process can be modelled as a linear system and the image reconstruction is a challenging inverse problem. In this talk I will show both physical and mathematical basic concepts, to explain the CT process, and the two possible approaches to solve the problem (leading to analytical or iterative numerical methods). Finally, I will shortly introduce the Digital Breast Tomosynthesis (DBT) technology, that is a 3D emerging technique for the diagnosis of breast tumors, together with numerical results for a simulated problem.

---
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Rare events in finance by PDE methods

DARRIA GHILLI (*)

Abstract. Rare events, or tails events, are events which happen only “rarely”, in other words, they are situated in the tails of the distribution. Take for example the well-known experiment of tossing a coin: our experience (and also the law of large numbers) says that, after a big enough number of tosses, the most probable value for the empirical mean of the outcomes is $1/2$. But what about the probability of being far from $1/2$? This is a typical rare event.

The theory who deals with the estimation of tails events is called ”large deviations theory” and has many applications, for example, in risk management and finance. After an introduction to the theory, we consider applications to financial mathematics, concerning the estimation of price of particular type of options (out-of-the-money) near their maturity. These are typical financial objects whose value deteriorates quickly in time and then are considered, in this context, as rare events. Our approach – mainly of analytical nature – is different from the classical probabilistic ones.

Rare events, or tails events, are events which happen only “rarely”, in other words, they are situated in the tails of the distribution. The theory who deals with the estimation of tails events is called large deviations theory. Roughly speaking, large deviations theory concerns itself with the exponential decline of the probability measures of certain kinds of extreme or tail events. Some basic ideas of the theory can be traced back to Laplace and Cramér, but a clear and unified formal definition was only introduced in 1966, in a paper by Varadhan.

What is precisely a rare event? Take for example the well-known experiment of tossing a coin. Our experience (and also the law of large numbers) says that, after a big enough number of tosses, the most probable value for the empirical mean of the outcomes is $1/2$. But what about the probability of being far from $1/2$? This is a typical rare event.

Let us describe the example more precisely. Consider a sequence of independent tosses of a fair coin. The possible outcomes could be heads or tails. Let us denote the possible outcome of the $i$-th trial by $X_i$, where we encode head as 1 and tail as 0. Now let $M_N$ denote the mean value after $N$ trials, namely $M_N = \frac{1}{N} \sum_{i=1}^{N} X_i$. Then $M_N$ lies between 0 and 1. From the law of large numbers (and also from our experience) we know that as $N$ grows, the distribution of $M_N$ converges to $0.5 = E[X_1]$ (the expectation value of a single coin toss) almost surely. Moreover, by the central limit theorem, we know that $M_N$ is

(*)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy; E-mail: daria.ghilli@gmail.com. Seminar held on October 7th, 2015.
approximately normally distributed for large $N$. The central limit theorem can provide more detailed information about the behavior of $M_N$ than the law of large numbers. For example, we can approximately find a tail probability of $M_N, P(M_N > x)$, that $M_N$ is greater than $x$, for a fixed value of $N$. However, the approximation by the CLT may not be accurate if $x$ is far from $E[X_1]$. Also, it does not provide information about the convergence of the tail probabilities as $N \to \infty$. However, the large deviation theory can provide answers for such problems.

Indeed, for a given value $0.5 < x < 1$, let us compute the tail probability $P(M_N > x)$. Define $I(x) = x \ln x + (1 - x) \ln(1 - x) + \ln 2$. Note that the function $I(x)$ is a convex, nonnegative function that is zero at $x = \frac{1}{2}$ and increases as you move to $x = 1$. By Chernoff’s inequality, it can be shown that $P(M_N > x) < e^{-NI(x)}$. This bound is rather sharp, in the sense that $I(x)$ cannot be replaced with a larger number which would yield a strict inequality for all positive $N$.

Hence, we obtain the following result: $P(M_N > x) \approx e^{-NI(x)}$. The probability $P(M_N > x)$ decays exponentially as $N$ grows to infinity, at a rate depending on $x$. This is an example of the typical results provided by large deviation theory.

The theory of large deviations has many application, for example in risk management and finance.

An interesting application to risk management goes back directly to the birth of the theory. Indeed, the first rigorous results concerning large deviations are due to the Swedish mathematician Harald Cramér, who applied them to model the insurance business. From the point of view of an insurance company, the earning is at a constant rate per month (the monthly premium) but the claims come randomly. For the company to be successful over a certain period of time (preferably many months), the total earning should exceed the total claim. Thus to estimate the premium you have to ask the following question: "What should we choose as the premium $q$ such that over $N$ months the total claim $C = \sum_i X_i$ should be less than $Nq$?" This is clearly the same question asked by the large deviations theory.

Cramér gave a solution to this question, proving the so-called Cramér’s theorem, which can be considered as the first basic result of large deviations theory.

Let $X_1, X_2, \ldots$ be a sequence of bounded independent and identically distributed (i.i.d) random variables. Then Cramér’s theorem states that the following limit exists: $\lim_{N \to \infty} \frac{1}{N} \ln P(M_N > x) = -I(x)$. (or equivalently $P(M_N > x) \approx e^{-NI(x)}$, for large $N$), where the function $I(\cdot)$ is called the "rate function" or "Cramér function". Also, if we know the probability distribution of $X$, an explicit expression for the rate function can be obtained. For example, if $X$ follows a normal distribution, the rate function becomes a parabola with its apex at the mean of the normal distribution.

As already mentioned, large deviation theory has many applications also to mathematical finance. In the following we present some applications to the estimation of price of particular type of options, so-called out-of-the-money, near their maturity. An option, say a call option, on a stock $S$ with maturity $T$ and stock price $K$ is a sort of contract which gives you the right to buy a certain amount of the stock $S$ in the date $T$ at a fixed price $K$. We consider a particular kind of call options, namely out-of the money call options, meaning that $S_0 < K$. We also consider their near-maturity value meaning that we take
\( T = \varepsilon t \) for small values of \( \varepsilon \). These are typically financial objects whose value tends to deteriorate quickly in time. In this context they can be considered as "rare events". In particular their value can be estimated as a consequence of a large deviation principle for the stochastic process, say \( S_t \), which models the dynamic of the stock price.

These results have been carried out in collaboration with Martino Bardi and Annalisa Cesaroni of the University of Padua and represent the first part of my PhD thesis. We remark that our approach is different from the classical probabilistic one and we use methods taken mainly from the theory of nonlinear partial differential equations. The techniques are mainly from viscosity solutions theory and homogenization of Hamilton-Jacobi-Bellman equations.

First we introduce our approach and explain our main result. Then we describe the main application to large deviations and asymptotic estimates of option prices near maturity. We refer to the end of this report for more details and the precise statement of the estimate.

We are interested in stochastic differential equations with two small parameters \( \varepsilon > 0 \) and \( \delta > 0 \) of the form

\[
\begin{align*}
    dX_t &= \varepsilon \phi(X_t, Y_t)dt + \sqrt{2\varepsilon \sigma(X_t, Y_t)}dW_t \quad X_0 = x \in \mathbb{R}^n, \\
    dY_t &= \frac{\delta}{\varepsilon} b(Y_t)dt + \sqrt{\frac{2\varepsilon}{\delta}} \tau(Y_t)dW_t \quad Y_0 = y \in \mathbb{R}^m,
\end{align*}
\]

where \( W_t \) is a standard \( r \)-dimensional Brownian motion, and the matrix \( \tau \) is non-degenerate.

We remark that this is a model of systems where the variables \( Y_t \) evolve at a much faster time scale, namely \( s = \frac{t}{\delta} \), than the other variables \( X_t \). Note also that the second parameter \( \varepsilon \) is added in order to study the small time behavior of the system, by this we mean that the time has been rescaled in (1) as \( t \mapsto \varepsilon t \).

Passing to the limit as \( \delta \to 0 \), with \( \varepsilon \) fixed, is a classical singular perturbation problem. This means that the solution of the limit problem leads to the elimination of the state variable \( Y_t \) and the reduction of the dimension of the system from \( n + m \) to \( n \) and to the definition of an averaged limit system defined in \( \mathbb{R}^n \) only. Of course the limit problem keeps some informations on the fast part of the system.

There is a large mathematical literature on singular perturbation problems, both in the deterministic (\( \sigma \equiv 0, \tau \equiv 0 \)) and in the stochastic case. In particular we mention some mathematical contributions most related to our work and methods, such as [9] and [2].

Our first motivation for the study of systems of the form (1) comes from financial models with stochastic volatility. In such models the vector \( X_t \) represents the log-prices of \( n \) assets (under a risk-neutral probability measure) whose volatility \( \sigma \) is affected by a process \( Y_t \) driven by another Brownian motion, which is often negatively correlated with the one driving the stock prices (this is the empirically observed leverage effect, i.e., asset prices tend to go down as volatility goes up).

An important extension of the stochastic volatility approach was introduced recently by Fouque, Papanicolaou, and Sircar in the book [6]. The idea is trying to describe the bursty behavior of volatility: in empirical observations volatility often tends to fluctuate to a high level for a while, then to a low level for another small time period, then again at high level, and so on, for several times during the life of a derivative contract. These
phenomena are also related to another feature of stochastic volatility, which is mean reversion. A mathematical framework which takes into account both bursting and mean reverting behavior of the volatility is that of multiple time scale systems and singular perturbations. In this setting volatility is modeled as a process which evolves on a faster time scale than the asset prices and which is ergodic, in the sense that it has a unique invariant distribution (the long-run distribution) and asymptotically decorrelates (in the sense that it becomes independent of the initial distribution). We refer the reader to the book [6] and to the references therein for a detailed presentation of these models and for their empirical justification. Several extensions, applications to a variety of financial problems, and rigorous justifications of the asymptotics can be found in [8, 3] and may others.

According to the previous discussion, stochastic systems of the form (1), under some suitable assumptions implying ergodicity of the $Y_t$ process, are appropriate for studying financial problems in this setting. Indeed, here the slow variables represent prices of assets or the wealth of the investor, whereas $Y_t$ is an ergodic process representing the volatility and evolving on a faster time scale for $\delta$ small (and $\varepsilon$ fixed).

Let us enter more into details and describe our main results. Our aim is to study the asymptotic behavior of the system (1) as both the parameters go to 0 and we expect different limit behaviors depending on the rate $\varepsilon/\delta$. Therefore we put $\delta = \varepsilon^\alpha$, with $\alpha > 1$.

We consider a functional of the trajectories of (1) of the form

$$v^\varepsilon(t, x, y) := \varepsilon \log E \left[ e^{h(X_t)/\varepsilon}(X_t, Y_t) \right]$$

satisfy (1), where $h$ is a bounded continuous function. We observe that the logarithmic form of this payoff is motivated by the applications to large deviations that we want to give.

The starting point of our methods is the well-known fact that $v^\varepsilon$ solves the Cauchy problem with initial data $v^\varepsilon(0, x, y) = h(x)$ for a fully nonlinear parabolic equation. Letting $\varepsilon \to 0$ in this PDE is a regular perturbation of a singular perturbation problem for an nonlinear PDE of Hamilton-Jacobi-Bellman type.

The main result we carried out is a convergence theorem for the functionals $v^\varepsilon$. We proved that, under suitable assumptions, the functions $v^\varepsilon(t, x, y)$ converge to a function $v(t, x)$ characterised as the solution of the Cauchy problem for a first order Hamilton-Jacobi equation

$$v_t - \bar{H}(x, Dv) = 0 \quad \text{in } ]0, T[ \times \mathbb{R}^n, \quad v(0, x) = h(x).$$

We remark again that this kind of problem is a singular perturbation problem where the fast variable $y$ lives in $\mathbb{R}^m$. The resolution of this limit problem is not banal and the main difficulties is the unboundedness of the fast variable. The existing techniques to treat this kind of problems have been developped so far mainly under assumptions implying some kind of boundness of the fast variable. The methods stem from Evans’ perturbed test function method for homogenization [5] and its extensions to singular perturbations, see mainly [1, 2].

A classical hypothesis is the periodicity with respect to $Y_t$ of the coefficients of the stochastic system, which in particular implies the periodicity in $y$ of the solutions $v^\varepsilon$. In the paper [4] we carry out our analysis under this main assumption, treating what we call the periodic case.
In the periodic case, the convergence is quite standard once the effective problem is identified and a comparison principle is proved. The most significant part of paper [4] is the identification of the effective Hamiltonian $\tilde{H}$, for which we provide also representation formulas.

Then, we considered a particular type of fast mean-reverting stochastic volatility systems as in (1) where the fast variable is unbounded and actually lives in $\mathbb{R}^m$. Mainly because of the difficulties caused by the unboundedness of the $y$, we managed to treat processed mainly of Orstein-Uhlenbeck type, that is $Y_t = (\mu - Y_t)dt + \tau(Y_t)dw_t$ where $\mu \in \mathbb{R}^m$ is a vector, and $\tau$ is bounded and uniformly non degenerate. Note that the non compactness is replaced by ergodicity, i.e that the $Y_t$ process has a unique invariant distribution (the long-run distribution) and that in the long term it becomes independent of the initial distribution.

The motivation behind the analysis of such kind of systems relies in the fact that the assumption of periodicity of the paper [4] seems a bit restrictive for the financial applications we have in mind, in particular it does not appear natural in order to model volatility in financial markets, according to the empirical data and in the discussion presented in [6] and the references therein.

The main application of the convergence results is a large deviations analysis of (1). We prove that the measures associated to the process $X_t$ in (1) satisfy a Large Deviation Principle (briefly, LDP) with good rate function

$$I(x; x_0, t) := \inf \left\{ \int_0^t \tilde{L}(\xi(s), \xi'(s)) \, ds \mid \xi \in AC(0, t), \xi(0) = x_0, \xi(t) = x \right\},$$

where $\tilde{L}$ is the effective Lagrangian associated to $\tilde{H}$ via convex duality. In particular we get that

$$P(X^\varepsilon_t \in B) = e^{-\inf_{t \in \mathbb{R}} \frac{I(x; x_0, t)}{\varepsilon} + o(1)}, \text{ as } \varepsilon \to 0$$

for any open set $B \subseteq \mathbb{R}^n$.

Then, the asymptotic estimate of the price of out of the money call option with strike price $K$ and short maturity time $T = \varepsilon t$ comes as a direct consequence of the large deviation analysis. Note that this applications are derived following mainly the approach of [7], where similar kind of problems have been investigated under different scalings and using different methods.

Let $S^\varepsilon_t$ be the asset price evolving accordingly the following differential system

$$\begin{cases}
    dS^\varepsilon_t = \varepsilon \xi(S^\varepsilon_t, Y_t)dt + \sqrt{2}\varepsilon \zeta(S^\varepsilon_t, Y_t)S^\varepsilon_t dW_t & S^\varepsilon_0 = S_0 \in \mathbb{R}^n, \\
    dY_t = \frac{\varepsilon}{\alpha} b(Y_t)dt + \sqrt{\frac{2}{\alpha}} \tau(Y_t) dW_t & Y_0 = y \in \mathbb{R}^m,
\end{cases}$$

where $\alpha > 1$, $\tau, b$ are as in (1) and $\xi : \mathbb{R}^+ \times \mathbb{R}^m \to \mathbb{R}, \zeta : \mathbb{R}^+ \times \mathbb{R}^m \to \mathbb{M}$ are Lipschitz continuous bounded functions.

We define $X^\varepsilon_t = \log S^\varepsilon_t$. Then $(X^\varepsilon_t, Y^\varepsilon_t)$ satisfies (1) with $\phi(x, y) = \xi(e^x, y) - \zeta(e^x, y)\zeta^T(e^x, y)$ and $\sigma(x, y) = \zeta(e^x, y).$ We consider out-of-the-money call option by taking $S_0 < K$ or $x_0 < \log K.$
Then, as an application of the large deviation principle (4), we have the following asymptotic estimate

$$\lim_{\varepsilon \to 0} \varepsilon \log E \left[ (S_t^\varepsilon - K)^+ \right] = - \inf_{y > \log K} I(y; x_0, t),$$

where $I$ is the (positive and continuous) rate function defined in (3).
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Learning with Kernels

MICHELE DONINI (*)

Abstract. To solve a problem on a computer, we need an algorithm, which is a sequence of instructions that should be carried out to transform the input into the output. For some tasks, we do not have an algorithm: we know what the input is, we know what the output should be but we do not know how to transform the input into the output. What we lack in knowledge, we make up for in data. We can exploit data to "learn" using a Machine Learning algorithm, that is able to extract automatically the algorithm for the task.

In this article, we give an introduction to a family of Machine Learning algorithms called Kernel Methods, starting from a general introduction to the Machine Learning problems and its purposes. After building up the fundamental tools of learning with kernels, we will introduce the principal ideas behind this family of algorithms and its ability to learn automatically using data.

1 Learning from data

Over the past three decades, research on machine learning and data mining has led to a wide variety of algorithms that induce general functions from examples. As machine learning is maturing, it has begun to make the successful transition from academic research to various practical applications. Generic techniques are now being used in various commercial and industrial applications. (*)

Specifically, machine learning’s purpose is to create algorithms able to optimize a performance criterion using examples from data or from past experience [2]. Given a model defined by some parameters, learning is the execution of a method to optimize them exploiting the training data. The model obtained should be able to make predictions in the future or to extract knowledge from data.

The theory of statistics is the most important tool exploited by machine learning in order to build mathematical models, since one of machine learning crucial tasks is making inference from a sample. Inference is the process of deriving logical conclusions from premises known, or assumed to be true (i.e. training examples). On the other hand, machine learning is more than only inference from a set of past experiences.

In fact, computer science is the second tool exploited by machine learning with two principal roles. Firstly, in training, where the efficiency of the algorithms is fundamental
to solve the optimization problem and to store the solutions. Secondly, once we have a model, its representation and solution for inference needs to be efficient as well.

When we have to deal with a machine learning problem, the first step is to define a representation of the task, i.e. we have to select how to describe the known information. Typically, this pre-training step is performed to describe the problem that we have to solve in the best way possible by defining a set of features (explicitly or implicitly). In real world applications, the efficiency of the learning and the space and time complexity required by the methods have the same importance as to the predictive accuracy of the model.

1.2 Binary classification task

Supervised classification task has the goal to learn how to classify an object (selecting a solution from a finite set of possible labels). The learning has to be performed using a set of examples called training set (i.e. a set of pairs example-label). Considering the binary classification task, we define the training set as

$$\{(x_i, y_i)\}_{i=1}^t,$$

and test set as

$$\{(x_i, y_i)\}_{i=t+1}^L,$$

where the example $x_i$ is in a generic set $\mathcal{X}$ and $y_i$ with values 1 or -1. Finally, the test set is used for a fairly evaluation of the performance of a specific algorithm.

2 Kernels

In this section will be presented a brief introduction concerning kernel functions in machine learning. In a general space $\mathcal{X}$, a kernel function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is a positive semi-definite function and represents a dot product in an implicitly defined Hilbert space $X$ (a.k.a., feature space). $K$ represents a similarity measure between the elements in $\mathcal{X}$. Given a kernel $K$, its feature mapping is a (typically non linear) embedding $\phi : \mathcal{X} \to X$. The kernel $K$ can be written in the form:

$$K(x, y) = \phi(x) \cdot \phi(y), \quad \forall x, y \in \mathcal{X}.$$  

So, given a kernel, the explicit evaluation of the vector $\phi(x)$ is avoidable and we are able to obtain a significant improvement in the performance of the kernel methods.

A formal definition of a kernel function requires the finitely positive semi-definite property.

**Definition 1** A function

$$K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$$

satisfies the finitely positive semi-definite property if it is a symmetric function for which the matrices formed by restriction to any finite subset of the space $X$ are positive semi-definite.
Note that this definition does not require the set $\mathcal{X}$ to be a vector space. Now, we are ready to introduce the characterisation theorem for kernels.

**Theorem 1** A function

$$K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$$

which is either continuous or has a finite domain, can be decomposed

$$K(x, y) = \phi(x) \cdot \phi(y), \ \forall x, y \in \mathcal{X}.$$

into a feature map $\phi$ into a Hilbert space $F$ applied to both its arguments followed by the evaluation of the inner product in $F$ if and only if it satisfies the finitely positive semi-definite property.

A proof of this theorem can be found in [10]. The space $F$ is called the Reproducing Kernel Hilbert Space (RKHS) of the kernel function $K$. Given a set of vectors, $S = \{x_1, ..., x_L\} \subset \mathcal{X}$, the Gram matrix is defined as the $L \times L$ matrix $G$ whose entries are $G_{ij} = x_i \cdot x_j$. If we are using a kernel function $K$ to evaluate the inner products in a feature space with feature map $\phi$, the associated Gram matrix has entries $G_{ij} = \phi(x_i) \cdot \phi(x_j) = K(x_i, x_j)$. In this case the matrix is often referred to as the kernel matrix.

In the following, the matrix $K \in \mathbb{R}^{L \times L}$ is the complete kernel (Gram) matrix containing the values of the kernel of each (training and test) data pair. Further, we indicate with an hat, like for example $\hat{y} \in \mathbb{R}^l$ or $\hat{K} \in \mathbb{R}^{l \times l}$, the submatrices (or subvectors) obtained considering training examples only.

### 2.1 KOMD: a kernel machine

The kernel functions can be used in different learning algorithms. In this section we present one of them, starting from the following definition:

**Definition 2** Given a training set, we consider the domain $\hat{\Gamma}$ of probability distributions $\gamma \in \mathbb{R}_+^l$ defined over the sets of positive and negative training examples as $\hat{\Gamma} = \{\gamma \in \mathbb{R}_+^l | \sum_{i \in \oplus} \gamma_i = 1, \sum_{i \in \ominus} \gamma_i = 1\}$.

Note that any element $\gamma \in \hat{\Gamma}$ corresponds to a pair of points, the first in the convex hull of positive training examples and the second in the convex hull of negative training examples.

In [1] a game theoretic interpretation of the problem of margin maximization and an algorithm called “Kernel method for the Optimization of the Margin Distribution” (KOMD) have been proposed. The classification task is posed as a two-player zero-sum game and it is shown how this zero-sum game can be solved efficiently by optimizing a simple linearly constrained convex function on variables $\gamma \in \hat{\Gamma}$, namely,

$$\text{minimize}_{\gamma \in \hat{\Gamma}} D(\gamma) := \gamma^\top \hat{Y} \hat{K} \hat{Y} \gamma.$$

The vector $\gamma^* \in \hat{\Gamma}$ that minimizes $D(\gamma)$ identifies the two nearest points in the convex hulls of positive and negative examples, in the feature space of kernel. Moreover, a quadratic regularization over $\gamma$, namely $R_q(\gamma) = \gamma \cdot \gamma$, is introduced, that makes the player to prefer
optimal distributions (strategies) with low variance. The final best strategy for $\gamma$ will be given by solving the optimization problem $\min_{\gamma} (1 - \lambda) D(\gamma) + \lambda R_\gamma(\gamma)$. A correct selection of the parameter $\lambda \in [0,1]$ (usually made by validating on training data) is fundamental. In KOMD, the evaluation on a new generic example $x$ is obtained by:

$$f(x) = \sum_i y_i \gamma_i K(x_i, x) = K_{tr}(x) \hat{Y} \gamma,$$

where $K_{tr}(x) = [K(x_1, x), \ldots, K(x_l, x)]^\top$, i.e. the vector containing the kernel values with the training examples for $x$.

When a pure binary classification is required, which is not the case in our work, then the second phase of the algorithm is also performed. The threshold is set corresponding to the point standing in the middle between the optimal point in the convex hull of positive examples and the one in the convex hull of negative examples, that is

$$\theta = \frac{1}{2} \left( \sum_{i \in \Theta^+} \gamma_i f(x_i) + \sum_{i \in \Theta^-} \gamma_i f(x_i) \right) = \frac{1}{2} \sum_i \gamma_i f(x_i) = \frac{1}{2} \gamma^\top \hat{K} \hat{Y} \gamma.$$

### 2.2 Famous kernels

In this section we exploit the KOMD kernel machine with different famous kernel functions in a binary classification task. The task is an artificial task created with the cardinality of the training set equals to $l = 10$ and the cardinality of the whole dataset equals to $L = 1000$ examples. The examples are generated uniformly over the area of the circle of radius 10, centered in $(0, 0) \in \mathbb{R}^2$. The labels are assigned in order to simulate a logic XOR, as presented in Figure 1a. In Table 1, linear, polynomial, and RBF kernels are presented. The RKHS of the polynomial kernel with the degree $d = 2$ and the coefficient $c = 0$ is depicted in Figure 1b.
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Finally, in Table 2 the results of the accuracy of the presented kernels are presented for the XOR binary classification task. The results are the average among several different selections of training and test sets. From these results, we can claim that the linear kernel is not able to learn a correct model for this task. Note that the polynomial kernel with degree \( d = 1 \) is equivalent to the linear kernel. These two kernels generate models that have too low expressiveness to solve our problem. On the other hand, when the degree \( d \) of the polynomial kernel is too high the generated model is too complex and is not able to generalize (i.e. to transfer the information from the training set to the test set in the correct way). The same behavior is obtained for value of \( \gamma \) that are too small (i.e. too simple) or too high (i.e. too complex). Finding the best parameter is a key step in order to use a correct kernel function and, consequently, to represent correctly a specific task.

### Table 2. Accuracy of different kernels tackling the XOR classification task.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Parameters</th>
<th>Accuracy ( \in [0,1] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>-</td>
<td>0.53</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( c = 0, D = 1 )</td>
<td>0.53</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( c = 1, D = 1 )</td>
<td>0.53</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( c = 0, D = 2 )</td>
<td><strong>0.98</strong></td>
</tr>
<tr>
<td>Polynomial</td>
<td>( c = 1, D = 2 )</td>
<td><strong>0.95</strong></td>
</tr>
<tr>
<td>Polynomial</td>
<td>( c = 1, D = 10 )</td>
<td>0.69</td>
</tr>
<tr>
<td>RBF</td>
<td>( \gamma = 1 )</td>
<td>0.63</td>
</tr>
<tr>
<td>RBF</td>
<td>( \gamma = 10 )</td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td>RBF</td>
<td>( \gamma = 100 )</td>
<td>0.56</td>
</tr>
</tbody>
</table>

### 3 The representation problem

As seen in the previous section, the data representation plays a key role in the success of machine learning methods. Due to the current data growth in size, heterogeneity and structure, the new generation of algorithms are expected to solve increasingly challenging problems. This must be done under growing constraints such as computational resources, memory budget and energy consumption. The representation should ideally distill the
relevant information about a learning problem in a compact manner, such that it becomes possible to learn the model from a small number of examples.

In the past, the research community has been focused on investigating new algorithms to obtain a model from a fixed a priori representation. In fact, the learning process was considered mainly the process of choosing an appropriate function from a given set of functions [12].

A new point of view is arising in this last decade, and the problem of learning the optimal representation has become a hot topic in the most important conferences and journals. When dealing with the representation of a task, a plethora of questions arise. Some questions are simple to be formulated but the answers are not easy to be found. The first questions are: how can we find automatically a good representation for a specific task? How can we compare two representations to assert that one is better than another?

3.1 Kernels as representations

Kernels have consistently outperformed previous generations of learning techniques because they provided a flexible and expressive learning framework that has been successfully applied to a wide range of real world problems. For example, kernel methods are widely applied in machine learning for structured data because, unlike the majority of machine learning techniques, their application to any type of data is painless as long as a kernel function for such data is defined. Kernel methods offer an elegant framework that decouples learning algorithms from data representations. On the other hand, kernels have lost some of their initial appealing in the research community, due to some of their weaknesses:

- The scaling problem and the high computational complexity: dealing with kernel based methods imposes the storage in memory of a kernel matrix, i.e. a matrix with a number of entries quadratic with respect to the number of examples. So, kernel methods are not able (in general) to tackle a task when the number of examples becomes huge;

- The shallowness of the representation: the representation implicitly defined by a shallow kernel does not take into account several layer of abstraction and is fixed a priori.

Moreover, the so called local kernels suffer the curse of dimensionality [4], i.e. the problem of learning a model in a high dimensional space. This concept was coined by Bellman [3] and it refers to the exponential growth of hyper-volume as a function of dimensionality. Formally, we consider a local kernel $K$ a kernel function with the following behavior:

$$\lim_{|x-x_i|_2 \to +\infty} K(x, x_i) = C_i,$$

where $x$ is a test example, $x_i$ is a training example and $C_i$ is a constant that does not depend on $x$. For example, in the RBF kernel this constant equals 0. In the binary classification problem, as consequence of this behavior of the local kernels, the models generated by a kernel machine collapse to constant models (i.e. classifiers with the same
output for all the examples) or to nearest neighbor models (i.e. the predicted class of an example is defined only by the nearest neighbor example in the high-dimensional space). In both cases, the obtained models have poor prediction (constant or highly local). Moreover, when $\mathbf{x}$ is a high-dimensional vector, the nearest neighbor example is not much closer than the other examples, due to the geometrical properties of the high-dimensional spaces highlighted by Bellman.

New solutions have been recently presented with the aim to circumvent the difficulties concerning the scaling and the computational efficiency issues. For example, the random approximations of the kernels in order to avoid computational and memory issues are presented in [6, 11, 13]. These techniques consist in the approximation of the features of the Reproducing Kernel Hilbert Space (RKHS) to generate a linear kernel that approximates the original one. This new kernel can be used as a linear kernel in the original space and can be easily scaled-up. Using a linear kernel, the computational efficiency arises in a natural way exploiting the very efficient and distributed linear kernel machines (e.g. the Pegasos algorithm [9]).

As pointed out before, the second critical issue about kernels is that they bring shallow and local information. In theory, kernels learn non-linear functions $\phi$ in the input space $\mathcal{X}$. However, traditionally, kernels were used to implement only a linear function in a pre-defined RKHS (the feature space). Starting from a fixed $a$ priori kernel on a space $\mathcal{X}$, the entire learning phase is performed in a single step by exploiting the implicit representation $\phi(\mathbf{x})$ of the examples $\mathbf{x} \in \mathcal{X}$, as summarized in the following scheme:

$$\mathbf{x} \in \mathcal{X} \rightarrow K_{fixed} \circ \phi(\mathbf{x}) \rightarrow w_{learned} \cdot \phi(\mathbf{x}).$$

where $w_{learned}$ is the learned model in the RKHS.

4 Next step: Learning the kernel

Learning a new implicit representation defined by a kernel is one the current challenges in the machine learning research community.

Kernel learning has the goal to learn the optimal kernel (and then the best implicit feature map $\phi$) given a specific task or set of tasks. Multiple Kernel Learning (MKL) [7] is one of the most popular approach to kernel learning. MKL algorithms are designed to combine a set of weak kernels to obtain a better one. MKL has the support of a theoretical framework [5] that claims a fundamental rule to overcome the shallowness of the single kernel representation. In particular, it has been proved that combining a large number of different kernels produces just a minor penalty in the generalization bounds. This result suggests that it is possible to combine thousands or millions of kernels without falling in the overfitting problem. A kernel can be seen as a different point of view of a task and then, the combination of millions of different point of views can be a solution to create a sort of deeper kernel, i.e. a kernel that is not shallow.
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A simple mathematical model for micro-swimmers

MARTA ZOPPELLO (*)

Abstract. What does it mean swimming? How can mathematics treat this problem? What is the best strategy to move in a certain direction? The study of the swimming strategies of micro-organisms is attracting increasing attention in the recent literature. One of the main difficulties is the complexity of the hydrodynamic forces exerted by the fluid on the swimmer as a reaction to its shape changes. We show that there exists an optimal swimming strategy which leads to minimize the time to reach a desired target. Numerical simulations performed are in good agreement with theoretical predictions and suggest that the optimal strategy is periodic, i.e. composed of a sequence of identical strokes.

1 Introduction

Swimming at a micro scale is a subject of growing interest, with potential applications for example in medicine or micro and nano technology. The swimming strategy of micro-organisms in low Reynolds number fluids is attracting increasing attention in the recent literature, see for instance [19] for an extensive list of references. One of the pioneering works is probably [22] by Taylor in 1951, presenting a model of swimmer as an infinite sheet shaped as a sinusoidal traveling wave, with a mathematical setting for the self-propulsion of this thin undulating filament. Later in 1977, Purcell proved in [20] that the swimming strategies must change the shape of the swimmer in a non-reciprocal way, in order to permit a displacement through the fluid, and introduced a 3-link swimmer model along with a stroke that allows it to move. More recently, several works have studied in more detail the physical characteristic of this “Purcell swimmer”, see for instance [21], [6], [1], [18]. Another crucial development for our analysis is the recent emergence of the connection between swimming and Control Theory ([17], [3], [4], [10], [16], [2]). One of the difficulties is the study of the swimmer-fluid coupling which gives the dynamics of the swimmer. At a micro scale, the non local hydrodynamic forces exerted by the fluid on the swimmer can be approximated with local drag forces depending linearly on the velocity of each point (see [15], [13]). This technique called Resistive Force Theory provides a

(*)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy; E-mail: marta.zoppello@gmail.com . Seminar held on December 2nd, 2015.
simplified dynamics that matches well those obtained by the full hydrodynamic model, see [1], [13]. We use here this technique for the $N$-link swimmer, as in [1].

In this work we present a controllability result for the $N$-link swimmer, and numerical simulations that suggest a new optimal stroke for displacement in minimum time. First, we prove by geometric control techniques that for $N \geq 3$ sticks, the $N$-link swimmer can reach any configuration in the plane. More precisely, we show that for almost any swimmer (i.e. for almost every set of stick lengths) and for any initial configuration, the swimmer can reach any shape and position. This result shows the existence of a suitable shape deformation which steers the swimmer to the desired final state. As a direct consequence, we show that the optimal control problem to reach a configuration in minimum time is well posed. Therefore, there exists an optimal strategy leading to the final position and configuration in minimum time. Finally, we present some numerical simulations for the Purcell swimmer ($N = 3$) with a direct method (Bocop$^{(1)}$). Without making any assumptions on the structure of the optimal strategy, our results suggest that the optimal swimming motion is indeed periodic, with a sequence of identical strokes. We observe that the stroke we obtain is different from the Purcell one, and gives a speed greater by about 20%. Then we address the optimal design issue, namely finding the optimal length ratio between the three links which maximizes displacement of the swimmer. A similar issue has been studied in [21] where Fourier transform expansion is used to derive an optimal design. Here, the control theory is used to approximate the leading order term of the swimmer displacement. The advantage of this approach is that this term is easy to be optimized and and fits the numerical results. As far as we know, this procedure is original in that context.

2 Setting of the problem

We recall the $N$-link swimmer introduced in [1], and present its motion as a system of three ODEs. The system is linear with respect to the deformation rate, and has no drift.

2.1 The $N$-link swimmer

The swimmer consists of $N \in \mathbb{N}$ rigid links with joints at their ends, see Fig. 1. Motion is expressed in the laboratory-frame, defined by the vectors $(e_x, e_y)$. We set $e_z := e_x \times e_y$. The $i$-th link is the segment with end points $x_i$ and $x_{i+1}$. We note $L_i > 0$ its length and $\theta_i$ its angle with the horizontal $x$-axis. We define $(x_i, y_i)$ the coordinates of each point $x_i$. For $i \in \{2\cdots N\}$, the coordinates $x_i$ can be expressed as:

$$x_i := x_1 + \sum_{k=1}^{i-1} L_k \begin{pmatrix} \cos(\theta_k) \\ \sin(\theta_k) \end{pmatrix}.$$  

The swimmer is described by two sets of variables:

- the position and orientation of the first link, associated with the triplet $(x_1, y_1, \theta_1)$.

\(^{(1)}\)http://bocop.org
• the relative orientations between successive links. For \( i \in [2,\ldots,N] \), we note \( \alpha_i = \theta_i - \theta_{i-1} \) the angle between the \((i-1)\)-th and \(i\)-th links. The vector \((\alpha_2,\ldots,\alpha_N)\) defines the shape of the swimmer.

\[ \alpha_i = \theta_i - \theta_{i-1} \]

\[ (\alpha_2,\ldots,\alpha_N) \text{ defines the shape of the swimmer.} \]

\[ \theta_1 \]

\[ \alpha_N \]

\[ x_N \]

\[ x_1 \]

**Figure 1.** Coordinates for the N-link swimmer.

### 2.2 Dynamics

We recall in this section the main steps to obtain the equations of motion using the Resistive Force Theory, as in [1]. The dynamics of the swimmer stems from Newton laws, neglecting the inertia:

\[ \begin{cases} F = 0, \\ e_z \cdot T_{x_1} = 0, \end{cases} \]

where \( F \) is the total force exerted on the swimmer by the fluid and \( T_{x_1} \) is the total torque about the point \( x_1 \).

The Resistive Force Theory uses the local drag approximation for the coupling between fluid and swimmer. We denote by \( s \) the arc length coordinate on the \( i \)-th link \((0 \leq s \leq L_i)\) and by \( v_i(s) \) the velocity of the corresponding point. We also introduce the local frame \((e_i,e_i^\perp)\) defined by

\[ e_i = \begin{pmatrix} \cos(\theta_i) \\ \sin(\theta_i) \end{pmatrix}, \quad e_i^\perp = \begin{pmatrix} -\sin(\theta_i) \\ \cos(\theta_i) \end{pmatrix} \]

and write \( x_i(s) = x_i + se_i \). By differentiation, we obtain,

\[ v_i(s) = x_i + s \dot{\theta}_i e_i^\perp. \]

The force \( f_i \) acting on the \( i \)-th segment is assumed to depend linearly on the velocity. It is defined by

\[ f_i(s) := -\xi (v_i(s) \cdot e_i) e_i - \eta (v_i(s) \cdot e_i^\perp) e_i^\perp, \]

where \( \xi \) and \( \eta \) are the drag coefficients along the directions of \( e_i \) and \( e_i^\perp \). We thus obtain

\[ \begin{cases} F = \sum_{i=1}^{N} \int_0^{L_i} f_i(s) \, ds, \\ e_z \cdot T_{x_1} = \sum_{i=1}^{N} \int_0^{L_i} (x_i(s) - x_1) \times f_i(s) \, ds. \end{cases} \]
Then the dynamics of the swimmer is finally expressed as

$$\begin{pmatrix}
\dot{\alpha}_2 \\
\vdots \\
\dot{\alpha}_N \\
\dot{x}_1 \\
\dot{\theta}_1
\end{pmatrix} = \sum_{i=1}^{N-1} \begin{pmatrix} b_i \end{pmatrix} \begin{pmatrix} g_i(\theta_1, \alpha_2, \ldots, \alpha_N) \end{pmatrix} \dot{\alpha}_{i+1}. $$

where $b_i$ is the $i$-th vector of the canonical basis of $\mathbb{R}^{N-1}$.

3 Controllability and optimal control problems

3.1 Controllability

This Section is devoted to the controllability of the $N$-link swimmer. We prove that there exist control functions which allow the swimmer to move everywhere in the plane.

**Theorem 3.1** Consider the $N$-link swimmer described in Section 2 evolving in the space $\mathbb{R}^2$. Then for almost every lengths of the sticks $(L_i)_{i=1,\ldots,N}$ and for any initial configuration $(\mathbf{x}_1^i, \theta_1^i, \alpha_2^i, \ldots, \alpha_N^i) \in \mathbb{R}^2 \times [0, 2\pi]^N$, any final configuration $(\mathbf{x}_1^f, \theta_1^f, \alpha_2^f, \ldots, \alpha_N^f)$ and any final time $T > 0$, there exists a shape function $(\alpha_2, \ldots, \alpha_N) \in \mathcal{W}^{1,\infty}([0,T])$, satisfying $(\alpha_2, \ldots, \alpha_N)(0) = (\alpha_2^0, \ldots, \alpha_N^0)$ and $(\alpha_2, \ldots, \alpha_N)(T) = (\alpha_2^f, \ldots, \alpha_N^f)$ and such that if the self-propelled swimmer starts in position $(\mathbf{x}_1^i, \theta_1^i)$ with the shape $(\alpha_2^i, \ldots, \alpha_N^i)$ at time $t = 0$, it ends at position $(\mathbf{x}_1^f, \theta_1^f)$ and shape $(\alpha_2^f, \ldots, \alpha_N^f)$ at time $t = T$ by changing its shape along $(\alpha_2, \ldots, \alpha_N)(t)$.

3.2 Minimum time Optimal Control Problem

Here we present the minimum time optimal control problem for the $N$-link swimmer, which is well defined from the controllability result proven in Section 3. Then we present the numerical method used to solve this problem.

For any time $t > 0$, we denote the state of the swimmer by $\mathbf{z}(t) := (\alpha_2, \ldots, \alpha_N, x_1, \theta_1)(t)$, the control function by $\mathbf{u}(t) := (\dot{\alpha}_2, \ldots, \dot{\alpha}_N)(t)$ and the dynamics by $\mathbf{f}(\mathbf{z}(t), \mathbf{u}(t)) = \sum_{i=1}^{N-1} g_i(\mathbf{z}(t)) \dot{\alpha}_{i+1}(t)$.

We now assume that the swimmer starts at the initial configuration $\mathbf{z}^i$, and we set a final state $\mathbf{z}^f$. We want to find a swimming strategy that minimizes the time to reach the final configuration, i.e.,

$$ \inf_{\mathbf{t}_f} \mathbf{t}_f, \quad \mathbf{z}(t) = \mathbf{f}(\mathbf{z}(t), \mathbf{u}(t)), \quad \forall t \in [0, \mathbf{t}_f], $$

$$ \mathbf{u}(t) \in \mathbb{U} := [-1, 1]^N, \quad \forall t \in [0, \mathbf{t}_f], $$

$$ \mathbf{z}(0) = \mathbf{z}^i, \quad \mathbf{z}(\mathbf{t}_f) = \mathbf{z}^f. $$

\[OCP\]
By applying Filippov-Cesary Theorem ([23]), there exists a minimal time such that the constraints are satisfied i.e., the infimum can be written as a minimum.

3.2.1 Numerical simulations for the Purcell swimmer (N=3)

![Diagram of Purcell swimmer]

**Figure 2.** Matching the notations used in [6], we use the variables above to represent the Purcell swimmer.

We present here the numerical simulations for the Purcell swimmer (3 sticks). Without making any assumptions on the structure of the optimal trajectory, we obtain a solution with periodic strokes. We compare this stroke to the one of Purcell ([20], [6]), and observe that it gives a better displacement speed.

In order to solve this optimal control problem, we use a so-called direct approach. The direct approach transforms the infinite dimensional optimal control problem (OCP) into a finite dimensional optimization problem (NLP). This is done by a discretization in time applied to the state and control variables, as well as the dynamics equation. All tests were run using the software Bocop ([9]). The discretized nonlinear optimization problem is solved by the well-known solver IPOPT [24] with MUMPS [5], while the derivatives are computed by sparse automatic differentiation with ADOL-C [25] and COLPACK [14].

3.2.2 The classical Purcell stroke

We recall the stroke presented by Purcell in [20] in order to compare it to the optimal strategy given by our numerical results. Let us denote by $\Delta \theta$ the angular excursion, meaning that $\beta_1$ and $\beta_3$ belong to $[-\frac{\Delta \theta}{2}, \frac{\Delta \theta}{2}]$. The Purcell stroke is defined by the periodic cycle of deformation over $[0,T]$:

$$\beta_1(t), \beta_3(t) = \begin{cases} 
\left( \frac{4\Delta \theta}{3} t - \frac{2\Delta \theta}{3}, \frac{2\Delta \theta}{3} \right) & \text{if } 0 \leq t \leq \frac{T}{4} \\
\left( \frac{2\Delta \theta}{3}, \frac{2\Delta \theta}{3} t + \frac{2\Delta \theta}{3} \right) & \text{if } \frac{T}{4} \leq t \leq \frac{T}{2} \\
\left( -\frac{2\Delta \theta}{3} t + \frac{2\Delta \theta}{3}, -\frac{2\Delta \theta}{3} \right) & \text{if } \frac{T}{2} \leq t \leq \frac{3T}{4} \\
\left( -\frac{2\Delta \theta}{3}, \frac{2\Delta \theta}{3} t - \frac{2\Delta \theta}{3} \right) & \text{if } \frac{3T}{4} \leq t \leq T 
\end{cases}$$

In the following, we call the “classical” Purcell stroke the one corresponding to $\Delta \theta = \frac{\pi}{3}$, with $T = 4\Delta \theta$ chosen to satisfy the constraints on the speed of deformation stated in (OCP), i.e., $u_i(t) := \dot{\beta}_i(t) \in [-1,1]$.

3.2.3 Comparison of the optimal stroke and Purcell stroke

We set the initial position $x_2, \theta_2 = (0,0,0)$ and the final position $x_2, \theta_2 = (-0.25,0,0)$. We also constrain the angles $\beta_1$ and $\beta_3$ in $[-\frac{\pi}{3}, \frac{\pi}{3}]$ for all time. Solving the minimum time problem with the direct method gives us a solution that is actually periodic.
Extracting one stroke from this solution, and comparing it with the Purcell stroke we have

![Figure 3](image1.png)

**Figure 3.** Angles and phase portrait - Purcell stroke and optimal stroke.

![Figure 4](image2.png)

**Figure 4.** Purcell stroke (above) and optimal stroke (below).

We observe that using Purcell strokes, the swimmer only reaches \((\approx -0.18, 0)\), which confirms that our optimal stroke allows a greater \(x\)-displacement.

### 3.3 Optimal design for the three link Purcell swimmer

**Optimal control problem.** We are interested in finding a periodic sequence of deformations which maximizes the displacement of the swimmer along the \(x\)-axis. More precisely, we optimize both the link length ratio \(L_2/L\) and the deformation of the swimmer over time. Taking the deformation speed \(\dot{\beta}_{13}\) as control functions, we obtain the optimal control problem

\[
\begin{align*}
(OCP2) \quad \max & \quad x_2(T) \quad \text{s.t.} \\
\dot{z}(t) &= f(z(t), \dot{\beta}_1, \dot{\beta}_3) \quad \forall t \in [0, T], \\
\dot{\beta}_{13} &\in U = [-b, b] \quad \forall t \in [0, T], \\
\beta_{13}(t) &\in [-a, a] \quad \forall t \in [0, T], \\
x_2(0) &= y_2(0) = \theta_2(0) = 0, y_2(T) = \theta_2(T) = 0, \\
\beta_{13}(0) &= \beta_{13}(T), \\
2L + L_2 &= c.
\end{align*}
\]
We set the constraints $a$ and $b$ over the amplitude and deformation speed, as well as the total length $c$ of the swimmer. The final time $T$ is fixed, and the constraint $\beta_{13}(0) = \beta_{13}(T)$ ensures that the swimmer is in the same configuration at the initial and final time.

**Pontryagin's Maximum Principle (PMP).** We recall here the PMP as it gives some insight on the shape of optimal strokes. This theorem in optimal control introduced by Pontryagin et al. in [7] gives necessary conditions for local optimality. The PMP is characterized by an Hamiltonian function $H$ that formally depends on the state variables $z$, the control functions $\dot{\beta}_{13}$, and so-called co-state variables noted $p$. Let the Hamiltonian be

\begin{equation}
H(z, p, \dot{\beta}_1, \dot{\beta}_3) = \langle p, g_1(z) \rangle \dot{\beta}_1 + \langle p, g_2(z) \rangle \dot{\beta}_3.
\end{equation}

Under the assumption that $g_i$ are continuous and $C^1$ with respect to $z$, the PMP states that:

- **Bang arcs:** If $\langle p, g_i(z) \rangle \neq 0$ for $i = 1, 2$ over a time interval, then the optimal control $\dot{\beta}_{13}$ must be on the boundary of $U = \{(-b, -b), (-b, b), (b, -b), (b, b)\}$.
- **Constrained arcs:** When $|\beta_i| = a$, the corresponding control $\dot{\beta}_i = 0$.
- **Symmetries:** optimal strokes should be symmetric with respect to the diagonal axes $\beta_1 = \beta_3$ and $\beta_1 = -\beta_3$ (linearity and time independence).

### 3.3.1 Optimal swimmer design

In this section, we express the leader term of the swimmer’s displacement for a stroke of small perimeter which satisfies all properties stated in the previous section. We represent the stroke by a closed octagonal curve $\gamma$ in the phase portrait $(\beta_1, \beta_3)$, see Fig. 5.

![Figure 5.](image-url) (Color online) Phase portrait $(\beta_1, \beta_3)$ of the octagonal stroke considered for the expansion of the displacement.
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The expansion of the displacement over the complete stroke is

\[ z(T) - z(0) = C \left[ g_1, g_2 \right](z(0)) + o(a_i^3)_{i=1-4}, \]

where

\[ C = \frac{a_1a_2\sqrt{2}}{2} + a_1a_3 + \frac{a_2a_3\sqrt{2}}{2} + \frac{a_1a_4\sqrt{2}}{2} + a_2a_4 + \frac{a_3a_4\sqrt{2}}{2}. \]

Using the explicit expression of the Lie brackets around \( z(0) = (0, 0, x, y, 0) \)

\[ x(T) - x(0) = C \left( \frac{\eta - \xi}{\xi} \right) \left( \frac{L^3L_2(3L + 2L_2)}{(2L + L_2)^4} \right) + o(a_i^3)_{i=1-4}. \]

Setting the total length of the swimmer by a constant equal to \( c \), i.e., \( 2L + L_2 = c \), we find that (9) has a unique maximum at

\[ L^* = c \left( 1 - \sqrt{\frac{2}{5}} \right), \quad L_2^* = c \left( 2\sqrt{\frac{2}{5}} - 1 \right), \]

which gives an optimal ratio of

\[ \left( \frac{L_2}{L} \right)^* = \frac{\sqrt{10} - 1}{3} \approx 0.721. \]

### 3.4 Numerical simulations

We solve now the optimal control problem \((OCP2)\) numerically, in order to determine the optimal swimming strategy and link ratio. Simulations are performed with the toolbox BOCOP ([8]) that implements a direct transcription method.

We explore different values for the bounds \( a, b \) on the shape angles and deformation speed and see their influence on the optimal stroke and link ratio.

#### 3.4.1 Small amplitudes, influence of speed limits

We start with small amplitudes by setting \( a = \pi/20 \) and solve \((OCP2)\) for different values of the speed limit \( b \). Here we set \( T = 1 \) and use 250 time steps for the discretization. Results are given in Table below, with the phase portraits for the shape angles \( \beta_1, \beta_3 \).
First, we observe that the optimal ratio $L_2/L$ is very close to its theoretical value of 0.721 from (11), regardless of $b$. The three strokes observed (diamond, octagon, square) match the discussion from previous Section. They include only diagonal lines (bang arcs saturating the speed limit $b$) and horizontal/vertical lines (constrained arcs for the amplitude limit $a$).

3.5 Large amplitudes, influence of angle limits

Now we study the influence of the maximal amplitude of the stroke, set by the bound $a$. In this last part we set the deformation speed limit $b = 1$ to focus on the amplitude.

The results are illustrated in the table and figure below. The shape of the optimal stroke is always octagonal until it becomes unconstrained for very large values of $a$. We observe that the central symmetry observed for small amplitudes is lost for larger $a$, however symmetry w.r.t both diagonal axes still holds as expected.

In the unconstrained case, we see arcs that are neither bang arcs (diagonal) or constrained arcs (horizontal/vertical), but rather appear as smooth curves (see Fig. below). These are characteristic of so-called singular arcs, namely the case where $\langle p, g_i(z) \rangle = 0$ in the PMP.

The optimal ratio $L_2/L$ shows a steady decrease with $a$, starting quite close to the value 0.721 computed for small amplitudes, the seemingly reaching a limit value of $2/3$ in the unconstrained case (i.e. $L = 1.5, L_2 = 1$). We recall that the classical Purcell swimmer has a link ratio of 2 ($L = 1, L_2 = 2$).

<table>
<thead>
<tr>
<th>$\pi$</th>
<th>$x(T)$</th>
<th>$L_2/L$</th>
<th>stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi/20$</td>
<td>0.192</td>
<td>0.719</td>
<td>octagon x26</td>
</tr>
<tr>
<td>$\pi/10$</td>
<td>0.384</td>
<td>0.712</td>
<td>octagon x13</td>
</tr>
<tr>
<td>$\pi/6$</td>
<td>0.593</td>
<td>0.697</td>
<td>octagon x7</td>
</tr>
<tr>
<td>0.75</td>
<td>0.811</td>
<td>0.676</td>
<td>octagon x5</td>
</tr>
<tr>
<td>$\pi/3$</td>
<td>1.088</td>
<td>0.660</td>
<td>octagon x4</td>
</tr>
<tr>
<td>1.25</td>
<td>1.266</td>
<td>0.660</td>
<td>octagon x4</td>
</tr>
<tr>
<td>1.5</td>
<td>1.263</td>
<td>0.660</td>
<td>octagon x3</td>
</tr>
<tr>
<td>1.75</td>
<td>1.329</td>
<td>0.667</td>
<td>octagon x3</td>
</tr>
<tr>
<td>$2\pi/3$</td>
<td>1.335</td>
<td>0.667</td>
<td>unconstrained x3</td>
</tr>
<tr>
<td>2.5</td>
<td>1.335</td>
<td>0.667</td>
<td>unconstrained x3</td>
</tr>
</tbody>
</table>

4 Conclusions

In this work we have presented a discrete model of a slender swimmer inspired by the one of Purcell [20] which swims changing its shape, discretizing its body with a chain of $N$ links. We prove that for $N$ greater than 3 and for almost any $N$-plet of sticks lengths, the swimmer is globally controllable in the whole plane. Then, we focus on finding a swimming strategy that leads the $N$-link swimmer from an fixed initial position to a given final position, in minimum time. As a consequence of the controllability result, we show
that there exists a shape change function which allows to reach the final state in a minimal time. Instead of using the approach of the minimum time function \cite{11,12}, we formulate this optimal control problem and solve it with a direct approach (Bocop) for the case $N = 3$ (Purcell swimmer). Without any assumption on the structure of the trajectory, we obtain a periodic solution, from which we identify an optimal stroke. Comparing this optimal stroke with the Purcell one confirms that it is better and gives a speed greater by about 20%.

Current work includes solving the optimal control problem for more complex displacements (along the $y$ axis, rotations) and for the optimal design, i.e. the optimization of the link ratio of the three-link swimmer for maximal displacement. We provide an estimate of the displacement based on an expansion for small deformations, which gives a theoretical optimal link ratio. Numerical simulations are consistent with this theoretical ratio for small amplitudes of deformation. We also observe that the optimal ratio changes for large amplitudes of deformation, with a limit value of 0.667 in the unconstrained case versus a theoretical ratio of 0.721 obtained for small amplitudes of deformation. For an amplitude of $\pi/3$, the displacement gain is about 60% compared with the classical Purcell swimmer design. A possible continuation of this work is the comparison of different objective functions, such as speed or efficiency.

Also, noticing that the $N$-link swimmer was introduced in \cite{1} in the perspective of approximating the motion of several living micro organisms, an interesting extension of this model is to generalize the simulations to greater values of $N$. Of course, comparing the candidate for the optimal motion strategy with the one used by real micro organism could be a more tricky issue. On the other hand, another interesting direction is to study formally the existence of the periodic solution for the optimal problem.
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Computational social choice:  
between AI and Economics
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Abstract. During the last decades, the trend has been for disciplines to converge on common techniques to be used in similar problems, besides focusing on specific techniques to be used in narrow domains. AI is one of the best examples: the cross-fertilisation process leads to a very fascinating solutions. Consider for example genetic algorithms, which mimic evolutionary mechanisms to solve search and optimization problems. The individualistic approach of problem solving becomes insufficient: concepts, techniques and experts need to collaborate to get a better understanding of the problems they would like to solve. The techniques that AI makes available are being used by many other disciplines. AI nowadays inundates our everyday life with tools and methods that are hidden in our household electrical devices, smartphones and much more. Starting from the field of multi-agent systems, researchers in AI recently considered the use of models and problems from economics. Notable examples are voting systems used to aggregate the results of several search engines, game theoretic methods that analyse the complex interaction of autonomous agents, and matching procedures implemented on large-scale problems such as the coordination of kidneys transplants and the assignment of students to schools. In this scenario, a number of research lines federated under the name of computational social choice. The need for a computational study of collective decision procedures is clear. On the one hand, from crowdsourcing to university admission ranking, many real-life applications apply existing social choice methods to large scale problems. On the other hand, collective decision-making is not a prerogative of human societies, and multi-agent systems can use these methods to coordinate their actions when facing complex situations. In this article, we would like to focus on two examples that highlight the impact of a computational approach to classical problems of collective choice. First, by studying repeated decisions (think of opinion polls that precede an election) to evaluate the quality of the result, and, second, by devising innovative procedures to predict the preferences of a collection of individuals.

1 Introduction

During the last few decades, the trend has been for disciplines to converge on common techniques to be used in similar problems, besides focusing on specific techniques to be used in narrow domains. AI is one of the best examples: the cross-fertilisation process has
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led to very fascinating solutions. Consider for example genetic algorithms, which mimic evolutionary mechanisms to solve search and optimization problems [Gol89]. Or think of bird flocking or fish schooling, which are reproduced in particle swarm optimization [EK95] and used in coordinating autonomous driverless cars [GGLV12].

The individualistic approach of problem solving becomes insufficient: concepts, techniques and experts need to collaborate to get a better understanding of the problems they would like to solve. The techniques that AI makes available are being used by many other disciplines. Just think of the variety of machine learning techniques used in medicine, physics or astronomy, or the constraint programming algorithms that AI researchers use to solve planning problems. AI nowadays inundates our everyday life with tools and methods that are hidden in our household electrical devices, smartphones and much more.

Starting from the field of multi-agent systems, researchers in AI recently considered the use of models and problems from economics. Notable examples are voting systems used to aggregate the results of several search engines [DKNS01], game theoretic methods that analyse the complex interaction of autonomous agents [SLB09], and matching procedures implemented on large-scale problems such as the coordination of kidneys transplants [ABS07] and the assignment of students to schools [GC10].

In this scenario, a number of research lines federated under the name of computational social choice [RVW11]. The need for a computational study of collective decision procedures is clear. On the one hand, from crowdsourcing to university admission ranking, many real-life applications apply existing social choice methods to large scale problems. On the other hand, collective decision-making is not a prerogative of human societies, and multi-agent systems can use these methods to coordinate their actions when facing complex situations.

A prime example is the Sydney Coordinated Adaptive Traffic System (SCATS) is a real-life multi-agent system implementation used in different cities of 27 countries around the world to manage city traffic. The system uses an adaptive approach [Sys14] which permits to adjust the management plan to the different daily traffic situations. Each intersection has a computer that manages the traffic based on an assigned plan. There are also sensors to analyse the traffic flow, this analysis allows to adjust the management of the traffic by extending or reducing the green phase. But the adjustment cannot be computed using only what a single traffic light can capture. Data from the different traffic lights of the city is sent to a central computer which produces different plausible plans. The plan is then chosen by the intersections using a voting system: each intersection votes for its preferred plan basing its preferences on what have been captured by the sensors. The plan with more preferences is chosen to manage the traffic for a specified period of time.

In the paper, we focus on two additional examples that highlight the impact of a computational approach to classical problems of collective choice. First, by studying repeated collective decisions (that models opinion polls that precede an election) to evaluate the quality of the result, and, second, by devising innovative procedures to predict the preferences of a collection of individuals.
1.1 Voting Systems

Let \( C \) be a finite set of \( m \) candidates and \( V \) be a finite set of \( n \) individuals. We assume individuals have preferences \( p_i \) over candidates in \( C \) in the form of strict linear orders, i.e., transitive, anti-symmetric and complete binary relations. Individuals express their preferences in form of a ballot \( P_i \) (e.g., the top candidate, a set of approved candidates, or the full linear order) and we call the choice of a ballot for each individual a profile \( P = (P_1, \ldots, P_n) \). Observe that we do not allow agents to express ties among candidates, i.e., it is not possible for an agent to state that two candidates in \( C \) are equally preferred. We write \( a \succ_P b \) to denote that agent \( i \) prefers candidate \( a \) to candidate \( b \) in profile \( P \), on the same way we write \( a =_P \} \) to denote that agent \( i \) prefers candidate \( a \) to all the candidate in the set \( C \). In this work, we assume that individuals submit as a ballot for the election their full linear order, and we thus use the two notions of ballot and preference interchangeably. An election \( E \) is then a pair \((C, V)\) where \( C \) is a set of \( m \) candidates and \( V \) is a collection of \( n \) votes (linear orders over \( C \)), as already said here we assume that each voter gives a complete preference order over the set of candidates. For example given \( C = \{a, b, c\} \), suppose voter \( v_1 \) prefers candidate \( b \) to \( a \) and \( c \) is her less preferred candidate, then her ballot can be represented as \( v_1 : b \succ a \succ c \). As usual in the literature given an arbitrary order over a set of candidates \( C = \{c_1, \ldots, c_m\} \) a preference like \( v_1 : C \) means that the voter \( i \) preferences respects that arbitrary order and so the preference corresponds to \( v_1 : a \succ b \succ c \). On the same way a preference likes \( v_1 : \overline{C} \) means that in the voter \( i \) preferences that arbitrary order is inverted and so we could rewrite it in the following way \( v_1 : c \succ b \succ a \).

1.2 Voting Rules

A (non-resolute) voting rule \( F \) associates with every profile \( P = (P_1, \ldots, P_n) \) a non-empty subset of winning candidates \( F(P) \in 2^C \setminus \{\emptyset\} \). Let us borrow from the literature some notations useful to define voting rules and later some properties [EFS11]. In particular given two candidates \( c, a \) we set \( W(c, a) = |\{i : c \succ_P a\}| \). There is a wide collection of voting rules that have been defined in the literature, and here we focus on the following ones:

*Positional scoring rules (PSR):* Let \((s_1, \ldots, s_m)\) be a scoring vector such that \( s_1 \geq \cdots \geq s_m \) and \( s_i > s_m \). If a voter ranks candidate \( c \) at \( j \)-th position in her ballot, this gives \( s_j \) points to the candidate. The candidates with the highest score win. We focus on four particular PSR: *Plurality* with scoring vector \((1, 0, \ldots, 0)\), *veto* with vector \((1, \ldots, 1, 0)\), *k-approval* with vector \((1,1,\ldots,1,0,\ldots,0)\), where the scoring rule rewards with 1 point \( k \) candidates, and *Borda* with vector \((m - 1, m - 2, \ldots, 0)\).

*Approval:* Given a subset of approved alternatives \( c_i \in C \) for each \( i \in V \), the winners of approval voting are the candidates that receive the highest number of approvals.

*Copeland:* Any candidate \( c \) gets 1 point for each won pairwise comparison, she gets 0 point for each tie and she gets -1 point for each lost pairwise comparison. The score of \( c \) is \( score(c) = |\{a : W(c, a) > W(a,c)\}| - |\{a : W(a,c) > W(c,a)\}| \).
Maximin: The score of a candidate \( c \) is the smallest number of voters preferring it in any pairwise comparison, i.e. \( \text{score}(c) = \min_{a \in C} W(c, a) \).

Single Transferable Vote (STV): If there exists a candidate that is ranked first by the majority of the voters than this is the winner, otherwise the candidate that is ranked first by the fewest number of voters gets eliminated (ties are broken following a predetermined order of candidates). Votes initially given to the eliminated candidate are then transferred to the candidate that comes immediately after in the individual preferences. This process is iterated until one alternative is ranked first by a majority of voters.

Despite its simple definition, approval voting has been the subject of an extensive literature since its first appearance (see, e.g., [LS10]).

All the previous voting rules can be adapted to output a ranking of the candidates (from higher to lower score) transforming the voting rules into social welfare functions [RVW11], i.e., functions which associate with every profile of preferences a ranking of the alternatives.

1.3 Iterative Voting

In a voting system, a voting rule is used to decide which decision to take, mapping the agents’ preferences over the possible candidate decisions into a winning decision for the collection of agents. In these kind of scenarios, it may be desirable that agents do not have any incentive to act strategically, that is, to misreport their preferences in order to influence the result of the voting rule in their favor. Indeed, manipulation and control are usually seen as a bad behavior from an agent, to be avoided or at least to be made computationally difficult to accomplish. We know that every reasonable voting rule is manipulable when no domain restriction is imposed on the agents’ preferences [Gib73, Sat75]. Following this finding, a considerable amount of work has been spent on devising conditions to avoid manipulation from the perspective of the designer of an election.

For instance, one can devise restrictive conditions on the preference profiles that can be expressed, or study computational barriers that make the calculation of manipulation strategies too hard for the agents to be performed Iterative voting models an electoral process during which voters are allowed to change their mind when the outcome of the election does not satisfy them. Voters can change their preferences in order to make another more preferred candidate win the election. The process can reproduce a multi-agent system where agents cannot share their complete knowledge (in this case their preferences), either because of media limitations which do not allow to send enough information or simply because they do not trust one another.

In this scenario the iterative process helps the system to reach an equilibrium where all the agents are satisfied. During the talk we show some theoretical results describing under which assumptions this systems converges to a stable state where no voter has incentive to cheat, either because she is satisfied, or because she cannot affect the outcome. We will also show the results of our simulations, showing that the quality of the winner after iteration is often higher than that of the winner of the initial state [GLR*13].
1.4 Sentiment Analysis

We live in a world where we communicate more and more on social media, writing text that reflects our opinions and feelings. Being able to formalize such opinions and reason with them can be very useful for a number of practical applications. First, service providers may personalize their offer based on customers' opinions. Second, companies may test what products would be better received by potential consumers, and adjust their strategy accordingly. Third, community councils and candidates in political elections may evaluate the reception of their proposals, and focus their attention on the most preferred ones. It comes therefore as no surprise that the extraction of individual opinions from textual expressions, such as tweets, blog posts, or product reviews, has been the subject of a very active area of research in recent years.

Researchers in sentiment analysis and opinion mining [Liu12, PL08] developed a collection of tools in natural language processing (NLP) for the extraction of opinions, sentiments, or attitudes of individuals from their textual expressions. In order to summarize the opinion of all the individuals in a unique indicator, the opinions extracted are then used to define a notion of collective sentiment about the entities under consideration, be they commercial products, policies or candidates. Sentiment analysis is used to classify the collective opinion about a given item [Liu12]. This is done by extracting the individual opinions from text that individuals write, such as Twitter or blog posts, via natural language processing techniques. Sentiment analysis is then used to predict the opinion of the collectivity. More often it is used to predict the outcome of political elections or guessing the trend of the stock market. While sentiment analysis works quite well when we have just one item for which we would like to know what the community thinks, things change when we would like to compare multiple entities. We present our proposal to cope with the challenges of sentiment analysis over multiple items [GLRS14]. Nevertheless, the problem of generalising existing sentiment analysis techniques to account for more complex individual expressions remains mostly an open and interesting area of research.
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Quivers, representations
of algebras and beyond
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Abstract. I will illustrate some results obtained by using techniques and general ideas coming from representation theory of finite dimensional algebras. These algebras will almost always be “path algebras” given by quivers, that is oriented graphs, with finitely many vertices and arrows. In less technical words, I will describe some results of applied linear algebra.

Introduction

In this written version of my talk I will present some more or less new results that I may describe with few definitions and many pictures. This note is divided in four sections. Section 1 describes the multiplicity of simple modules in the socle of certain extremely large modules. Section 2 illustrates the so-called tilting equivalence (resp. cotilting duality) induced by a rather small and concrete tilting object, that is by a 6–dimensional vector space. Section 3 describes some infinite dimensional modules. Finally, Section 4 describes the Auslander–Reiten quivers ([AuReS] or [R3]) of certain finite dimensional algebras of finite representation type, that is admitting only finitely many indecomposable modules up to isomorphism. I refer to the notes of Alice Pavarin [P] and Jorge Vitoria [Vi] in the PDF Graduate Seminar for both the first definitions of modules, quivers and representations of a quiver and for the main properties of tilting modules defined over any ring and of any finite projective dimension. For a visual presentation of quivers and tilting modules related to my work, I refer to [D6] and [D7].

I wish to thank Claus Michael Ringel who suggested me the question illustrated in Section 4, and gave me useful hints to solve it.

1 Multiplicities of simple modules

We begin with some definitions needed to state a result on multiplicities. First of all, a module $P$ is projective (resp. $I$ is injective) if $P$ (resp. $I$) is a direct summand – up to
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isomorphism—of every module $X$ such that $P$ is a quotient of $X$ (resp. $I$ is a submodule of $X$). Given a ring $R$, a module $C$ is a cogenerator for the category of all $R$–modules if every module may be embedded in a direct product of copies of $C$. Next, a projective $R$–module is isomorphic to a direct summand of a free module, that is of a direct sum of copies of the regular module $R$. On the other hand, an injective module has a less visible structure. For instance, only over well behaved rings [J, Proposition 3.16] the injective modules are exactly the divisible modules. Over an arbitrary ring $R$ the well known injective modules are of the form $H = \text{Hom}_Z(R,G)$, where $G$ is any injective abelian group [J, Lemma 2, page 159]. Moreover, if $G$ contains $Q/Z$, that is if $G$ is also a cogenerator, then $H$ is an injective cogenerator for the category of all $R$–modules [Pi, Exercice 5, page 90]. Finally, we recall that the abelian group of all morphisms between suitable bimodules is a bimodule with the structure defined in [J, Propositions 3.4 and 3.5, Exercice 5, page 90]. Finally, we recall that the abelian group of all morphisms between simple modules is the direct sum of $m$ copies of $S$, where the cardinal $m$ is called the multiplicity of $S$ in $M$.

The following statement describes precisely the socle, that is the sum of all its simple submodules, of the dual $D(A)$ of a $K$–algebra $A$.

**Theorem 1** [D1, Theorem 3] Let $A$ be an algebra over the field $K$ and let $S$ be a simple left $A$–module of dimension $d$ over $K$. Let $D(A) = \text{Hom}_K(A_A,K)$ be the dual of $A$, and let $m$ be the multiplicity of $S$ in the socle of $D(A)$. Then the following facts hold:

(i) If $d$ is finite, then we have $m = d/\text{dim}_K \text{End}_A(S)$.

(ii) If $d$ is infinite, then we have $m = |K|^d$.

A similar result holds for the multiplicity of simple modules over any ring. To state the precise result, we need some notation. First of all, for any ring $A$, let $A^\#$ (resp. $A^*$) denote the so-called algebraic or topological character module in the sense of Rowen [Ro], that is the following injective cogenerator for the category of all left $A$–modules: $A^\# = \text{Hom}_Z(A_A,Q/Z)$ (resp. $A^* = \text{Hom}_Z(A_A,R/Z)$). As we shall see, also in this case, the multiplicity of a simple module $S$ is either rather small or extremely large. However, in this case, the multiplicity depends on the cardinality of $S$ and on the cardinality of $\text{End}_A(S)$.

**Theorem 2** [D1, Theorem 6] Let $A$ be a ring, let $H$ denote one of the injective cogenerators $A^\#$ and $A^*$. Let $S$ be a simple left $A$–module, let $F$ denote the smallest subfield of the division ring $\text{End}_A(S)$, and let $m$ denote the multiplicity of $S$ in the socle of $H$. Then the following facts hold:

(i) If $S$ is finite, then $m = \text{dim}_F S/\text{dim}_F \text{End}_A(S)$.
(ii) If $S$ is infinite, then $m = 2^{|S|}$.

With the previous notation we clearly have $A^* \subseteq A^*$ and the following result holds.

**Corollary 3** [D2, Theorem 1] Let $A$ be a $K$–algebra and let $L$ be a subfield of $K$. Then all the injective cogenerators $\text{Hom}_L(A_A, L)$, $A^*$ and $A^*$ are isomorphic to a direct products of copies of $D(A)$ and there is an embedding of the form $\text{Hom}_L(A_A, L) \rightarrow A^*$.

## 2 A toy example of a finite dimensional bimodule

**Example 4** Throughout this section $A$ and $B$ denote the $K$–algebras given by the quivers

![Quiver Diagram](image)

respectively. In other words, $A$ is isomorphic to the algebra of all $3 \times 3$ lower triangular matrices with entries in $K$, while $B$ is isomorphic to the algebra of all $3$ by $3$ upper triangular matrices with entries in $K$ of the form

$$
\begin{pmatrix}
* & * & * \\
0 & * & 0 \\
0 & 0 & *
\end{pmatrix}
$$

The next picture visualizes the structure of an $A – B$ bimodule $U$ of dimension $6$ over $K$. As a left (resp. right) module, $U$ is the direct sum of $3$ indecomposable summands denoted by $4, 5, 6, 5$, (resp. $2, 1, 2, 3, 1$).

![Figure 1](image)

In both cases, the first two summands are projective, while the third is the quotient of two projective modules. In other words, $U$ has projective dimension one on either side. Dually, $4, 5$ and $2$ are injective, while any of the remaining four summands $X$ is a submodule of an injective module $E$ and the factor module $E/X$ is injective. In other words, $U$ has
injective dimension one on either side. By a direct check, or by the structure of the Auslander–Reiten quivers of $A$ and $B$ and by a well-known formula about extensions and morphisms ([R3, (6) page 76] or [AuReS, Corollary 4.7, page 132]), we conclude that $\text{Ext}^1(U,U) = 0$ where $? = A, B$. Since three is the number of the pairwise non isomorphic direct summands of $U$, it follows [R3, page 167] that $U$ is a tilting and cotilting module in the sense of Brenner and Butler [BB]. We refer to [D5, Example D] or [D7, Section 4.3] for other properties of $U$ with respect to left and right injective envelopes [J, page 163].

The next picture describes the tilting equivalence, that is one of the equivalences described by the Tilting Theorem [CF], represented by the bimodule $U$, between the class of modules generated by $U$ as a left $A$-module and the class of modules cogenerated by the left $B$-module $\text{Hom}_K(U_B,K)$, the dual of the right $B$-module $U$. In this case, by graph theoretical reasons, this tilting equivalence is the unique equivalence between the above classes.

The next picture describes the cotilting duality, that is the duality described by the Cotilting Theorem [CF], induced by $U$ between the class of modules cogenerated by $U$ as a left $A$-module and the class of modules cogenerated by $U$ as a right $B$-module. Also in this case, by graph theoretical reasons, this cotilting duality is the unique duality between the above classes.
3 Some examples of infinite dimensional modules.

Concerning the importance of direct sums, we recall the following remark of Vamos [V, page 476] on direct sums: “The principle behind this framework is our belief that the only really well – understood construction is the direct sum decomposition.” I believe this is true for many reasons. Indeed, the “dual” construction (that of making direct products) may be much more complicated, even in case of countably many factors. For instance, even the direct product of infinitely many factors, all isomorphic to a fixed indecomposable module $M$ of countable dimension over some field $K$, may have indecomposable direct summands not isomorphic to $M$, that is $M$ fails to be product complete in the sense of Krause and Saorin [KS]. To see this, it suffices to consider the following example.

**Example 5** Let $P(1) = Ae(1)$, where $A$ is the algebra $(K \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix})$, $e(1) = (1 0)$ and $V$ is a $K$-vector space of infinite and countable dimension. In other words $A$ is the algebra given by a quiver of the form

The next picture describes the structure of the regular $A - A$ bimodule $A$, which induces a cotilting duality
(between finitely generated projective left and right modules), sending simple modules to indecomposable non simple ones and, conversely, indecomposable non simple modules to simple ones.

Since the unique maximal submodule of any non simple indecomposable projective module is not reflexive with respect to $A$ [D4, Theorem 2.5], it follows that reflexive modules are not closed under submodules. We add a remark on the dual construction (that of making direct products). Only in very special cases direct products with a component-wise structure describe indecomposable injective modules, as the next example shows.

**Example 6** Let $B$ be algebra given by the quiver $a \xrightarrow{1} \bullet \xrightarrow{b} \bullet$, and let $I(2)$ denote the injective envelope of the simple module $S(2)$ of the form $\bigoplus 0 \to K$. Then a direct check shows that $I(2)$ is of the form $a \bigoplus K^N \xrightarrow{b} K$, where the action of $a$ and $b$ on $K^N$ is defined as follows:

$$a(k(0), k(1), k(2), \ldots) = (k(1), k(2), k(3), \ldots) \quad \text{and} \quad b(k(0), k(1), k(2), \ldots) = k(0).$$

Sometimes, direct products of one dimensional vector spaces with multiplications component-wise defined, describe big proper submodules (of uncountable dimension) of indecomposable injective modules. We give an example suggested by Example 6.

**Example 7** Let $A$ denote the free $K$-algebra $K\langle X,Y \rangle$ in two non commutative variables $X$ and $Y$, and let $S$ denote the simple left $A$-module $A/\langle X,Y \rangle$. Next let $L$ denote the left $A$-module $K^N$ such that $X$ and $Y$ act component-wise as follows:

$$X(k(0), k(1), k(2), \ldots) = (0, k(2), k(3), \ldots) \quad \text{and} \quad Y(k(0), k(1), k(2), \ldots) = (k(1), 0, 0, 0, \ldots).$$

Consequently, for any non-zero element $v$ of $K^N$, we have $(1, 0, 0, 0, \ldots) \in Av$. Hence $S$ is the simple essential socle of $L$, and so $L$ may be embedded in the injective envelope $E(S)$ of $S$. It suffices to interchange $X$ and $Y$ in the construction of $L$ to obtain a module $M$, not isomorphic to a submodule of $L$, admitting an essential socle isomorphic to $S$. Therefore $L$ fails to be an injective module.
We end this section with the following open (graph theoretical?) problem.

**Problem 8** *What is the structure of $E(S)$?*

## 4 Some examples of finite Auslander-Reiten quivers

Throughout this section, let $Q$ be a quiver of the form

\[
\begin{array}{c}
\bullet \\
1 \\
\rightarrow \\
\rightarrow \\
\bullet \\
2
\end{array}
\]

with relations $b^m = 0$ and $b^2a = 0$, with $m > 1$.

Let $A$ denote the $K$-algebra given by $Q$, and let $e(x)$ denote the path of length zero around the vertex $x$. Then a direct calculation of the whole Auslander-Reiten quiver, by means of the dual of the transpose [AuReS] $\tau(M)$ of any indecomposable non projective module $M$, shows the following:

- If $m = 2, 3, 4, 5$, then the number of isomorphism classes of left $A$-modules is equal to 7, 14, 28, 66 respectively.

On the other hand, if $m = 6$, then there exist infinitely many indecomposable modules [R1], because almost all, but finitely many, indecomposable representations of the Euclidean diagram $\bar{E}_8$ give rise to indecomposable representations of $Q$.

We end with the picture of the Auslander-Reiten quivers with 7, 14, 28 and 66 vertices mentioned above.

If $m = 2$, then there are 3 stable indecomposable modules, that is belonging to a closed $\tau$-orbit. On the other hand, the 4 indecomposable modules which are either projective or injective are exactly the unstable modules, as indicated in the following Auslander-Reiten quiver. In the picture we have to identify the dotted lines and we replace the 3 stable indecomposable modules $M$ by their dimension vectors [R3], that is by the pairs $(\dim_K e(1)M, \dim_K e(2)M)$.
If $m = 3$, then all the 14 indecomposable modules are unstable and the two $\tau$-orbits have 6 and 8 elements respectively. In this case the Auslander-Reiten quiver has the following shape, where again we have to identify the dotted lines.

If $m = 4$, then 20 indecomposable modules are stable and 8 are unstable. For an elegant and topological form of the Auslander-Reiten quiver, we refer to Ringel’s paper [R2, page 93]. We take from Ringel’s home page [R4, Abbildung 3] the following picture of this Auslander-Reiten quiver.

We refer to Section 3.1 of [D6] for a naïve description of the same Auslander-Reiten quiver, admitting

- four stable $\tau$-orbits with 4, 4, 4 and 8 elements;
- two unstable $\tau$-orbits with 3 and 5 elements.

If $m = 5$, then there exist

- 48 stable modules, belonging to four $\tau$-orbits with 8, 8, 16 and 16 elements;
- 18 unstable modules, belonging to two $\tau$-orbits with 8 and 10 elements.
The following picture illustrates the shape of the Auslander-Reiten quiver.
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On the behavior of membranes and plates upon perturbations of shape and density

LUIGI PROVENZANO (*)

Abstract. In this article we consider eigenvalue problems for second and fourth order partial differential operators. Such problems arise from the study of the transverse vibrations of thin membranes and plates, respectively. We are interested in the behavior of the normal modes of vibration (i.e., the eigenvalues) upon variations of the shape and the density of the membrane/plate. In particular, we shall consider the issue of the optimization of the eigenvalues depending on such parameters, under suitable constraints (of fixed volume or mass, for example). The presentation is of introductory type and is intended for a general reader, no matter the field of expertise.

1 Introduction

An ubiquitous object in Mathematical Analysis is the Laplace operator, which is a differential operator of order 2, acting on functions $u$ on $\mathbb{R}^N$ and which is defined by

$$\Delta u := \sum_{i=1}^{N} \frac{\partial^2 u}{\partial x_i^2}.$$ 

This object has been widely studied for centuries and has applications in many different fields of Mathematics and applied sciences, e.g., it is extremely important in mechanics, electromagnetics, wave theory, quantum mechanics, statistical mechanics and many more. For an introduction on the Laplace operator, the Laplace equation, and their properties, we refer to [23, 25]. Less known is the biharmonic operator, or bi-Laplacian, defined by

$$\Delta^2 u := \Delta \Delta u = \sum_{i,j=1}^{N} \frac{\partial^4 u}{\partial x_i^2 \partial x_j^2},$$

which is an operator of order 4. Even if at a first glance the Laplace operator seems to have an intimate relation with the biharmonic operator, actually the two operators behave
in very different ways. In particular, the theory of linear elliptic second order equations (the Laplace operator is the prototype of a second order linear elliptic operator) is well developed and nowadays classical (see e.g. [27]). On the contrary, there are much less results for higher order differential equations. Among the various reasons, higher order operators like the biharmonic operator do not enjoy the maximum principle, which is a fundamental property of the Laplacian. We refer to the monography [26] for a comprehensive exposition on the state of the art of the theory of poly-harmonic operators.

In this notes we consider eigenvalue problems for the Laplace and the biharmonic operator, namely the problems

\[-\Delta u = \lambda u \quad \text{and} \quad \Delta^2 u = \lambda u, \quad \text{in } \Omega,\]

in the unknowns \(u \in C^2(\Omega)\) and \(u \in C^4(\Omega)\), respectively (the eigenfunction) and \(\lambda \in \mathbb{R}^N\) (the eigenvalue), where \(\Omega\) is a bounded domain (i.e., an open connected subset, see Figure 1 of \(\mathbb{R}^N\), subject to suitable boundary conditions.

When \(N = 2\), equations \(-\Delta u = \lambda u\) and \(\Delta^2 u = \lambda u\) arise in the study of a thin vibrating membrane and a thin vibrating plate, respectively, whose position at rest is described by the domain \(\Omega\). Given a solution \((u, \lambda) \in C^2(\Omega) \times \mathbb{R}\) and \((u, \lambda) \in C^4(\Omega) \times \mathbb{R}\) respectively, the eigenfunction \(u\) represents a normal mode of vibration of the membrane/plate, while the eigenvalue \(\lambda\) represents the square of the corresponding vibrational frequency (see Figure 2).

In order to find a solution \(u\) to the eigenvalue equations, we need to impose that \(u\) satisfies suitable homogeneous boundary conditions. We consider first the case of the Laplacian. We have the eigenvalue problem for the Laplace operator subject to Dirichlet boundary conditions, namely the problem

\[
\begin{aligned}
-\Delta u &= \lambda \rho u, & \text{in } \Omega, \\
u &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]

in the unknowns \(u \in C^2(\Omega) \cap C^0(\overline{\Omega}), \lambda \in \mathbb{R}\). We also have the eigenvalue problem for the Laplace operator subject to Neumann boundary conditions, namely the problem

\[
\begin{aligned}
-\Delta u &= \lambda \rho u, & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]
in the unknown \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \), \( \lambda \in \mathbb{R} \). Here \( \partial \Omega \) denotes the boundary of \( \Omega \) and \( \nu \) denotes the outer unit normal to \( \Omega \). Hence, \( \partial u / \partial \nu \) is the derivative of \( u \) along the unit outer normal direction (usually called the normal derivative). The function \( \rho \) is a measurable, positive and bounded function and represents the density of the membrane, i.e., how the mass is displaced on it (if \( \rho \equiv 1 \) we have a homogeneous membrane with density constantly equals to 1). We refer to the quantity \( M := \int_{\Omega} \rho \, dx \) as the total mass of the membrane.

Problem (1.1) models a thin vibrating membrane with a \textit{fixed frame}, while problem (1.2) models a thin vibrating membrane with a \textit{free frame}. It is standard to prove that problems (1.1) and (1.2) admit an increasing sequence of non-negative eigenvalues of finite multiplicity

\[
0 \leq \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_j \leq \cdots \nearrow +\infty.
\]

We remark that in the case of problem (1.2) in order to have the discreteness of the spectrum we need that \( \Omega \) has at least a Lipschitz boundary. We note that in the case of problem (1.1) \( \lambda_1 > 0 \), while in the case of problem (1.2) \( \lambda_1 = 0, \lambda_2 > 0 \). We refer to [19] for the characterization of the spectrum of problems (1.1) and (1.2).

\[
\Delta^2 u = \lambda \rho u, \quad \text{in } \Omega, \\
u = \frac{\partial u}{\partial \nu} = 0, \quad \text{on } \partial \Omega,
\]

We consider now the biharmonic operator. We have the eigenvalue problem for the biharmonic operator subject to Dirichlet boundary conditions, namely the problem

**Figure 2.** First six eigenfunctions of the Dirichlet Laplacian on the unit disk in \( \mathbb{R}^2 \).
in the unknowns \( u \in C^4(\Omega) \times C^1(\Omega) \), \( \lambda \in \mathbb{R} \). We also have the eigenvalue problem for the biharmonic operator subject to Neumann boundary conditions, namely the problem

\[
\begin{aligned}
\Delta^2 u &= \lambda \rho u, & \text{in } \Omega, \\
\partial^2_u = \text{div}_{\partial \Omega} \left( D^2 u \cdot \nu \right) + \frac{\partial \Delta u}{\partial \nu} &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]

in the unknowns \( u \in C^4(\Omega) \cap C^3(\Omega) \), \( \lambda \in \mathbb{R} \). In the case of the biharmonic operator we have also intermediate boundary conditions, namely

\[
\begin{aligned}
\Delta^2 u &= \lambda \rho u, & \text{in } \Omega, \\
u \partial^2_u &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]

in the unknowns \( u \in C^4(\Omega) \cap C^2(\Omega) \), \( \lambda \in \mathbb{R} \).

Here \( \text{div}_{\partial \Omega} F \) denotes the tangential divergence of a vector field \( F \) and is defined by \( \text{div}_{\partial \Omega} F := \text{div} F|_{\partial \Omega} - (DF \cdot \nu) \cdot \nu \), and \( D^2 u \) denotes the Hessian matrix of \( u \). Again, the function \( \rho \) is a measurable, positive and bounded function which represents the density of the plate. The quantity \( M := \int_{\Omega} \rho dx \) is therefore total mass. We refer to [19, 26] for the derivation of the boundary conditions of problems (1.3) and (1.5). We refer to [18] for the derivation of the boundary conditions in (1.4).

Problems (1.3), (1.4) and (1.5) model respectively clamped, free and hinged vibrating plates. In Figure 3 we have two sections of a vibrating plate. The left ends of both sections are clamped. The right end of the first section is hinged. The right end of the second section is free.

Figure 3. Sections of vibrating plates.

Also in this case, problems (1.3), (1.4) and (1.5) admit an increasing sequence of non-negative eigenvalues of finite multiplicity

\[ 0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_j \leq \cdots \to +\infty \]

We remark that in the case of problem (1.4) in order to have the discreteness of the spectrum we need that \( \Omega \) has at least a Lipschitz boundary. We note that for problems (1.3) and (1.5) \( \lambda_1 > 0 \), while for problem (1.4) \( \lambda_1 = \lambda_2 = \cdots = \lambda_{N+1} = 0 \), \( \lambda_{N+2} > 0 \).

Eigenvalues and eigenfunctions are important in linear elasticity. We have seen that the eigenfunctions represent the natural modes of vibration of a membrane or a plate, while the eigenvalues are the squares of the corresponding vibrational frequencies. Then every possible vibration of the membrane/plate can be described in terms of the natural modes of vibration (see [19] for an exhaustive discussion).

**Remark 1.6** Problems (1.1), (1.2), (1.3), (1.4) and (1.5) make sense for any \( N \geq 2 \) (and also for \( N = 1 \)). Thus in what follows we shall not make any restriction on the space dimension.
It is important, in several fields of engineering (e.g., in the construction of suspended bridges) to study the dependence of the eigenvalues and eigenfunctions upon some parameters which enter the equations, in particular, the shape $\Omega$ and the density $\rho$. Hence, we are interested in the maps

$$\rho \mapsto \lambda_j[\rho]$$

and

$$\Omega \mapsto \lambda_j[\Omega]$$

We ask the following questions: are these maps continuous? Differentiable? Analytic? What it is possible to say about

$$\max_{|\Omega|=\text{const.}} \lambda_j[\Omega]$$

or other critical points? (here $|\Omega|$ denotes the Lebesgue measure of $\Omega$).

There is a huge literature on the dependence of the eigenvalues upon shape or density. We refer e.g., to the book [28] for a quite exhaustive discussion on the state of the art of shape and density optimization problems.

2 Classical results in shape and density optimization

In this section we recall some classical results in shape and density optimization. We start by recalling some results of shape optimization for the eigenvalues. In this case the density is fixed and equals 1. The fundamental question in shape optimization is the following: “are there optimal sets, (maximizers or minimizers) for the eigenvalues under the constraint that the measure of $\Omega$ is fixed?”

The most famous result is perhaps the Faber-Krahn inequality for the first eigenvalue of problem (1.1) (see [24, 31]).

**Theorem 2.1** (Faber-Krahn) Let $\Omega$ be an open set in $\mathbb{R}^N$ of finite measure. Let $\lambda_1[\Omega]$ be the first eigenvalue of problem (1.1). Then

$$\lambda_1[\Omega^*] \leq \lambda_1[\Omega],$$

where $\Omega^*$ is a ball with the same measure as $\Omega$. The equality holds only if $\Omega = \Omega^*$ is a ball.

The Faber-Krahn inequality states that among all open sets with a fixed measure, the ball is the unique minimizer of the first Dirichlet eigenvalue of the Laplace operator. We have an analogous result for problem (1.2), due to Szegö and Weinberger (see [42, 43]).

**Theorem 2.2** (Szegö-Weinberger) Let $\Omega$ be bounded domain of class $C^1$ in $\mathbb{R}^N$. Let $\lambda_2[\Omega]$ be the first positive eigenvalue of problem (1.2). Then

$$\lambda_2[\Omega^*] \geq \lambda_2[\Omega],$$
where $\Omega^*$ is a ball with the same measure as $\Omega$. The equality holds only if $\Omega = \Omega^*$ is a ball.

The Szegő-Weinberger inequality states that among all bounded domains of class $C^1$ with a fixed measure, the ball is the unique maximizer of the first positive Neumann eigenvalue of the Laplace operator. As for the biharmonic operator, much less is known. We have the following inequality for the first eigenvalue of problem (1.3), which holds only in dimension $N = 2$ and $N = 3$ (the proof for dimension $N = 2$ was obtained by Nadirashvili and soon generalized to dimension $N = 3$ by Ashbaugh and Benguria, see [39] and [4]).

**Theorem 2.3** (Nadirashvili, Ashbaugh-Benguria) Let $\Omega$ be an open set in $\mathbb{R}^N$, with $N = 2, 3$, of finite measure. Let $\lambda_1[\Omega]$ be the first eigenvalue of problem (1.3). Then

$$
\lambda_1[\Omega^*] \leq \lambda_1[\Omega],
$$

where $\Omega^*$ is a ball with the same measure as $\Omega$. The equality holds only if $\Omega = \Omega^*$ is a ball.

The Nadirashvili-Ashbaugh-Benguria inequality states that in dimensions $N = 2$ and $N = 3$, among all open sets with a fixed measure, the ball is the unique minimizer of the first Dirichlet eigenvalue of the biharmonic operator. The problem is still open for $N \geq 4$.

The conjecture is that the ball is a minimizer for all dimensions $N$. This is the famous Rayleigh’s Conjecture.

Now we recall some classical results on density optimization. The fundamental question in density optimization is the following: “are there optimal densities (maximizers or minimizers) for the eigenvalues under the constraint that the mass is fixed?”.

We start with the following one-dimensional result, due to Krein. Optimal densities for all the eigenvalues of the one-dimensional Laplacian which preserve the total mass exist, provided they satisfy the additional assumption that they are bounded from below and above by two positive constants $A$ and $B$. More precisely we have the following theorem (see [32]).

**Theorem 2.4** (Krein) Let $\Omega = ]0, \pi[$. Then there exist maximizers and minimizers in $L^\infty(\Omega)$ for all the eigenvalues of problems (1.1) and (1.2) on $\Omega$ under the constraints

$$
\int_0^\pi \rho dx = \text{const.}
$$

and

$$
A \leq \rho \leq B, \quad \text{a.e.,}
$$

where $A, B \in \mathbb{R}$, $0 < A < B$.

In this case it is shown that the optimal densities are ‘bang-bang’ (see Figures 4 and 5, which means that they are of the form

$$
\rho = A \chi_\omega + B \chi_{\Omega \setminus \overline{\omega}},
$$

for a suitable $\omega \subseteq \Omega$. 
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For $N \geq 2$, Cox and Mc.Laughlin generalized the result of Krein in the case of Dirichlet boundary conditions. We have the following theorem (see [20, 21]).

**Theorem 2.5** (Cox-Mc.Laughlin) Let $\Omega$ be a bounded domain in $\mathbb{R}^N$. Then there exist maximizers and minimizers for all the eigenvalues of problem (1.1) on $\Omega$ which preserve the total mass and which satisfy $A \leq \rho \leq B$. Moreover such critical points are of the form

$$A \chi_{\omega} + B \chi_{\Omega \setminus \omega},$$

for a suitable $\omega \subset \Omega$.

A complete description of the optimal densities as in the case $N \geq 1$ is in general unavailable. We refer to [28] and to the references therein for an updated collection of results in shape and density optimization.

## 3 The Steklov eigenvalue problem

In this section we introduce the Steklov eigenvalue problem for the Laplace operator. Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ with a Lipschitz boundary. We consider the following problem

$$\begin{aligned}
\Delta u &= 0, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= \lambda \rho u, \quad \text{on } \partial \Omega,
\end{aligned}$$

(3.1)
in the unknowns $u \in C^2(\Omega) \cap C^1(\overline{\Omega})$, $\lambda \in \mathbb{R}$. In this case $\rho$ is a measurable, bounded and positive function defined on the boundary $\partial \Omega$. We note that in problem (3.1) the eigenvalue appears in the boundary conditions. Also in this case it is possible to prove that the spectrum of problem (3.1) is discrete and consists in a sequence of non-negative eigenvalues of finite multiplicity which we denote by
\[ 0 = \lambda_1 < \lambda_2 \leq \cdots \lambda_j \leq \cdots \to +\infty. \]

For $N = 2$ this problem models the vibrations of a free membrane with mass displaced at the boundary with surface density $\rho$. For the proof of the discreteness of the spectrum and for more information on the properties of problem (3.1) we refer to the paper [41] where the problem has been introduced for the first time.

We recall now two important results in shape and density optimization for the first positive eigenvalue $\lambda_2$ of problem (3.1). We start with the a result in shape optimization (see [9, 44]).

**Theorem 3.2** (Brock-Weinstock) Let $\Omega$ be a bounded domain of class $C^1$ in $\mathbb{R}^N$. Let $\lambda_2[\Omega]$ be the first positive eigenvalue of problem (3.1) in $\Omega$. Then
\[ \lambda_2[\Omega^*] \geq \lambda_2[\Omega], \]
where $\Omega^*$ is a ball with the same measure as $\Omega$. Equality holds only if $\Omega = \Omega^*$ is a ball.

The Brock-Weinstock inequality states that among all bounded domains of class $C^1$ in $\mathbb{R}^N$ with fixed measure, the ball is the unique maximizer of the first positive Steklov eigenvalue. We note that with respect to shape optimization, the Steklov problem shares a similarity with the Neumann problem. We also recall that both problems arise in the study of vibrating membranes with a free frame.

Now we present a result in density optimization (see [29]).

**Theorem 3.3** (Hersch-Payne-Schiffer) Let $B$ be the unit disk in $\mathbb{R}^2$. Let $M > 0$ and let $\rho \in L^\infty(B)$ be such that $\text{ess inf}_B \rho > 0$ and that $\int_B \rho \, dx = M$. Let $\lambda_2[\rho]$ be the first positive eigenvalue of problem (3.1) with density $\rho$ on $B$. Then
\[ \lambda_2[M/2\pi] \geq \lambda_2[\rho], \]
where $\lambda_2[M/2\pi]$ is the first positive eigenvalue of problem (3.1) with constant density $\rho \equiv M/2\pi$. The equality is attained only if $\rho \equiv M/2\pi$.

We note that the constant surface density is the unique maximizer for the first positive Steklov eigenvalue among all densities which preserve the total mass $M$. Hence, for problem (3.1), a maximizer exists under the sole constraint that the mass is fixed. The same result is conjectured to be true also for $N \geq 3$ but it is still not proved. We note that problem (3.1) behaves in different way from the problems considered in Section 2 with respect to mass density perturbations.

We refer to [5, 28] for more information and results on the eigenvalues of the Steklov problem.
4 Updates in shape and density perturbations. A new biharmonic Steklov problem

In this section we present some recent results on shape and density perturbation and optimization problems obtained in collaboration with D. Buoso (Politecnico di Torino), L.M. Chasman (University of Minnesota, Morris), M. Dalla Riva (The University of Tulsa, OK) and P.D. Lamberti (Università degli Studi di Padova).

First, we consider mass density perturbation problems, in particular the problem of characterizing the critical mass densities preserving the total mass, without any additional constraint. This lead us state a ‘maximum principle’ in spectral perturbation problems. Then we investigate some particular mass displacements, i.e., mass densities which concentrate at the boundary of $\Omega$. We consider the eigenvalues of the Neumann problem for the Laplace operator with mass concentrating near the boundary and we prove that at the limit, the Neumann eigenvalues converge to the Steklov eigenvalues. Thus, the Steklov eigenvalues can be considered as limiting Neumann eigenvalues in a mass concentration phenomenon. Moreover, we consider the analogous mass concentration phenomenon for the biharmonic Neumann problem. As a bypass product, we obtain a fourth order Steklov problem which is the analogue for the biharmonic operator of the classical Steklov problem. Then, we consider the dependence of the eigenvalues of this new problem upon the domain $\Omega$. We provide Hadamard-type formulas for the derivatives of the eigenvalues which we use to characterize critical sets. We prove that balls are critical sets for all simple eigenvalues and all symmetric functions of multiple eigenvalues under measure constraint. Moreover, we prove that the ball is actually the unique maximizer for the first positive eigenvalue among all bounded domains with a fixed measure. We provide a quantitative version of such an isoperimetric inequality which turns out to be sharp.

4.1 Mass density perturbations

Let $\Omega$ be a bounded domain in $\mathbb{R}^N$. Let $\mathcal{R} := \{ \rho \in L^\infty(\Omega) : \text{ess inf}_\Omega \rho > 0 \}$. We consider the map from $\mathcal{R}$ to $\mathbb{R}$ which maps $\rho \in \mathcal{R}$ to $\lambda_j[\rho]$, where $\lambda_j[\rho]$ denotes the $j$-th eigenvalue of problems (1.1), (1.3) or (1.5). Then it is possible to prove that $\lambda_j[\rho]$ is a locally Lipschitz-continuous function of $\rho$ (see [33] for more details). Moreover, the eigenvalues are continuous not only with respect to the strong topology of $L^\infty(\Omega)$, but also with respect to the weak* topology, which is more relevant in optimization problems.

**Lemma 4.1** Let $\rho \in \mathcal{R}$ and let $\lambda_j[\rho]$ be an eigenvalue of problems (1.1), (1.3) or (1.5). Let $C$ be a bounded subset of $\mathbb{R}$. Then the map from $C$ to $\mathbb{R}$ defined by

$$\rho \mapsto \lambda_j[\rho]$$

is continuous with respect to the weak* topology of $L^\infty(\Omega)$.

We note that the subsets of densities such that $A \leq \rho \leq B$ are weakly* compact in $L^\infty(\Omega)$.

**Remark 4.2** The sets of densities $\{ \rho \in L^\infty(\Omega) : A \leq \rho \leq B \}$ for fixed $A, B > 0$ are weakly* compact. Then on such sets there exist maximizers and minimizers for all the eigenvalues.
It is now clear why under the additional assumption $A \leq \rho \leq B$ maximizers and minimizers exist.

Now we consider the issue of the analyticity of the eigenvalues. It is well-known that the eigenvalues of differential operators depending on more than one real parameter are in general not differentiable with respect to the parameters. This is due to the well-known bifurcation phenomena which occur when multiple eigenvalues split into simple eigenvalues, or vice-versa, when multiple eigenvalues collapse into a simple one. Such phenomena prevent the eigenvalues to be even differentiable functions of the parameters involved in the equation. We refer to [30, 40] for an introduction to perturbation theory for elliptic operators.

It has been pointed out in [37, 38] that, in order to prevent such phenomena, the correct quantities to be considered in spectral perturbation problems are the elementary symmetric functions of the eigenvalues, more than the eigenvalues themselves (in the case of multiple eigenvalues). We need some preliminary definitions. Let $F$ be a non-empty finite subset of $\mathbb{N}$. Let

$$R[F] := \{ \rho > 0 : \lambda_j[\rho] \neq \lambda_l[\rho], \forall j \in F, l \in \mathbb{N} \setminus F \}.$$ 

Roughly speaking, $R[F]$ is the set of densities which ‘preserve the multiplicity’ of the eigenvalues. For example, if $F = \{ 1 \}$, then $R[F] = \{ \rho > 0 : \lambda_1[\rho] \text{ is simple} \}$. Then we consider the elementary symmetric functions of the eigenvalues, defined by

$$A_{F,h}[\rho] := \sum_{j_1 < \cdots < j_h \in F} \lambda_{j_1}[\rho] \cdots \lambda_{j_h}[\rho], \quad h = 1, \ldots, |F|$$

We provide now a simple finite dimensional example in order to motivate the use of the symmetric functions of the eigenvalues when considering the analyticity issue. Let $A(\alpha_1, \alpha_2)$ be the $2 \times 2$ real matrix depending on two parameters $\alpha_1, \alpha_2 \in \mathbb{R}$.

$$A(\alpha_1, \alpha_2) = \begin{bmatrix} 1 + \alpha_1 & \alpha_2 \\ \alpha_2 & 1 - \alpha_1 \end{bmatrix}$$

**Figure 6.** Eigenvalues $\lambda_1[\alpha_1, \alpha_2]$ (red) and $\lambda_2[\alpha_1, \alpha_2]$ (blue) of $A(\alpha_1, \alpha_2)$. 
It is standard to compute the eigenvalues of $A(\alpha_1, \alpha_2)$. They are given by the following formulas (see also Figure 6)

$$
\lambda_1[\alpha_1, \alpha_1] = 1 - \sqrt{\alpha_1^2 + \alpha_2^2}, \quad \lambda_2[\alpha_1, \alpha_1] = 1 + \sqrt{\alpha_1^2 + \alpha_2^2}
$$

At the point $(\alpha_1, \alpha_2) = (0, 0)$ the eigenvalues are clearly not differentiable. If we consider instead the symmetric functions of the eigenvalues

$$
\lambda_1[\alpha_1, \alpha_1] + \lambda_1[\alpha_1, \alpha_1] = 2,
$$

and

$$
\lambda_1[\alpha_1, \alpha_1] \lambda_2[\alpha_1, \alpha_1] = 1 - \alpha_1^2 - \alpha_2^2,
$$

they turn out to be analytic.

Exploiting the abstract result of [37, 38] we are able to prove the following theorem.

**Theorem 4.3** Let $F$ be a finite non-empty subset of $\mathbb{N}$. Then

1. The set $\mathcal{R}[F]$ is open in $L^\infty(\Omega)$.
2. The function $\Lambda_{F,s}[\rho]$ from $\mathcal{R}[F]$ to $\mathbb{R}$ is real analytic.
3. Let $\rho \in \mathcal{R}[F]$ be s.t. the eigenvalues $\lambda_j[\rho]$ assume the common value $\lambda_F[\rho]$, $\forall j \in F$. Then then the differential of $\Lambda_{F,h}$ at $\rho$ is given by the formula

$$
d\Lambda_{F,h}[\rho][\dot{\rho}] = -C_F \sum_{j \in F} u_j^2 \dot{\rho} dx, \quad \forall \dot{\rho} \in L^\infty(\Omega),
$$

where $\{u_j\}_{j \in F}$ is an orthonormal basis of the eigenspace associated with $\lambda_F[\rho]$.

We refer to [33, 36] for the proof of Theorem 4.3. Now we turn our attention to the following extremum problems

$$
\min_{\int_{\Omega} \rho dx = \text{const.}} \Lambda_{F,s}[\rho], \quad \max_{\int_{\Omega} \rho dx = \text{const.}} \Lambda_{F,s}[\rho].
$$

In particular, all $\rho$’s realizing the extremum are critical points under mass constraint. Let $M > 0$ be fixed and let $L_M := \{ \rho \in \mathcal{R} : \int_{\Omega} \rho dx = M \}$. We want to find critical points for $\Lambda_{F,h}$ restricted on $L_M$.

We have the following theorem which holds for all the eigenvalues of problems (1.1), (1.3) and (1.5).

**Theorem 4.4** Let $F$ be a nonempty finite subset of $\mathbb{N}$. Then for all $h = 1, \ldots, |F|$ the function which takes $\rho \in \mathcal{R}[F] \cap L_M$ to $\Lambda_{F,h}[\rho]$ has no critical mass densities.

We refer to [33, 36] or the proof of Theorem 4.4. We note that Theorem 4.4 does not hold in the case of Neumann boundary conditions. Partial results are obtained for
problem (1.2), see [33] for a more detailed discussion on mass density perturbations and Neumann boundary conditions.

As for the Steklov problem (3.1), the behavior of the eigenvalues upon mass density perturbations is completely different. In fact, we have the following theorem.

**Theorem 4.5** Let $B$ be the unit ball in $\mathbb{R}^N$. Then the constant density is a critical point for all the symmetric functions of the eigenvalues of problem (3.1) under the sole mass constraint.

We recall that indeed the Hersch-Payne-Schiffer inequality states that for the unit disk in $\mathbb{R}^2$ the constant density is the unique maximizer under mass constraint.

As a consequence of Theorem 4.4 and Lemma 4.1, we have the following ‘maximum principle’ in density perturbation problems.

**Theorem 4.6** Let $C \subseteq \mathcal{R}[F]$ be a weakly* compact subset of $L^\infty(\Omega)$. Let $M > 0$ such that $C \cap L_M$ is not empty. Then for all $h = 1, \ldots, |F|$ the function which takes $\rho \in C \cap L_M$ to $\Lambda_{F,h}[\rho]$ has maxima and minima, and such points belong to $\partial C \cap L_M$.

We refer to [33, 36] for the proof of Theorem 4.6. This generalizes the results of Cox-Mc.Laughlin. In fact the optimal ‘bang-bang’ densities found by Cox and Mc.Laughlin are boundary points (actually, extremal points) of the weakly* compact sets of densities $A \leq \rho \leq B$.

4.2 Mass concentration at the boundary. A new biharmonic Steklov problem

In this section we consider Neumann problems with mass densities which concentrate at the boundary of $\Omega$. Let $M > 0$ be fixed. Let $\varepsilon > 0$ small enough and let

$$\omega_\varepsilon := \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \varepsilon \}.$$

Let $\rho_\varepsilon : \Omega \to \mathbb{R}^+$ (see Figure 7) be defined by

$$\rho_\varepsilon := \begin{cases} \varepsilon, & \text{in } \Omega \setminus \overline{\omega_\varepsilon}, \\ \frac{M - \varepsilon |\Omega \setminus \overline{\omega_\varepsilon}|}{|\omega_\varepsilon|}, & \text{in } \omega_\varepsilon. \end{cases}$$

We note that $\int_\Omega \rho_\varepsilon dx = M$ for all $\varepsilon > 0$.

![Figure 7. Mass concentration at the boundary.](image)
We consider problem (1.2) on $\Omega$ with density $\rho = \rho_\varepsilon$, namely the problem
\[
\begin{cases}
-\Delta u = \lambda \rho_\varepsilon u, & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0, & \text{on } \partial \Omega.
\end{cases}
\]
We have the following theorem, whose proof can be found in [34] (see also [1]).

**Theorem 4.7** For all $j \in \mathbb{N}$, $\lim_{\varepsilon \to 0} \lambda_j[\rho_\varepsilon] = \lambda_j$, where $\lambda_j$ are the eigenvalues of
\[
\begin{cases}
\Delta u = 0, & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = \frac{M}{|\partial \Omega|} \lambda u, & \text{on } \partial \Omega.
\end{cases}
\]

This means that ‘the Steklov eigenvalues can be seen as limiting Neumann eigenvalues in a mass concentration phenomenon’. We refer to [22, 35] for further results on the behavior of the eigenvalues of the Neumann Laplacian upon mass concentration at the boundary.

Then we consider the following biharmonic Neumann problem with density $\rho = \rho_\varepsilon$, which is a generalization of problem (1.4)
\[
\begin{cases}
\Delta^2 u - \tau \Delta u = \lambda \rho_\varepsilon u, & \text{in } \Omega, \\
\frac{\partial^2 u}{\partial \nu^2} = \tau \frac{\partial u}{\partial \nu} - \text{div}_{\partial \Omega} (D^2 u \cdot \nu) - \frac{\partial \Delta u}{\partial \nu} = 0, & \text{on } \partial \Omega.
\end{cases}
\]
Here the coefficient $\tau \geq 0$ is related to the lateral tension (if $\tau = 0$ the plate is not subject to any external tension). If $\tau = 0$ we have problem (1.4). We have the following theorem.

**Theorem 4.8** For all $j \in \mathbb{N}$, $\lim_{\varepsilon \to 0} \lambda_j[\rho_\varepsilon] = \lambda_j$, where $\lambda_j$ are the eigenvalues of
\[
\begin{cases}
\Delta^2 u - \tau \Delta u = 0, & \text{in } \Omega, \\
\frac{\partial^2 u}{\partial \nu^2} = 0, & \text{on } \partial \Omega, \\
\tau \frac{\partial u}{\partial \nu} - \text{div}_{\partial \Omega} (D^2 u \cdot \nu) - \frac{\partial \Delta u}{\partial \nu} = \frac{M}{|\partial \Omega|} \lambda u, & \text{on } \partial \Omega.
\end{cases}
\]

The problem defined with this mass concentration argument is the analogue for the biharmonic operator of the classical Steklov problem (3.1). We refer to [14, 15] for the proof of Theorem 4.8. Thus, we have introduced a ‘genuine’ biharmonic Steklov problem, namely the problem
\[
\begin{cases}
\Delta^2 u - \tau \Delta u = 0, & \text{in } \Omega, \\
\frac{\partial^2 u}{\partial \nu^2} = 0, & \text{on } \partial \Omega, \\
\tau \frac{\partial u}{\partial \nu} - \text{div}_{\partial \Omega} (D^2 u \cdot \nu) - \frac{\partial \Delta u}{\partial \nu} = \lambda u, & \text{on } \partial \Omega.
\end{cases}
\]

It is standard to prove that problem (4.9) admits an increasing sequence of non-negative eigenvalues of finite multiplicity, which can be represented by
\[
0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_j \leq \cdots \nearrow +\infty.
\]
In particular $\lambda_1 = 0$. If $\tau > 0$, the first positive eigenvalue is $\lambda_2$. If $\tau = 0$, $\lambda_1 = \lambda_2 = \cdots = \lambda_{N+1} = 0$ and $\lambda_{N+2} > 0$.

This problem has a different nature from other biharmonic Steklov problems already present in the literature (see e.g., [10]). In the next subsection we consider the dependence of the eigenvalues of problem (4.9) upon the domain.

4.3 Shape perturbations and optimization

When dealing with shape perturbation problem, the main issues to be considered are the continuity (or stability), the differentiability and the analyticity of the eigenvalues with respect to the domain. In the present notes we do not consider the issue of the continuity of the eigenvalues with respect to the shape. We refer to [2, 3, 12, 13, 16, 17] for more detailed discussions on spectral stability problems.

We consider the analyticity of the eigenvalues. Again, we shall exploit the abstract perturbation result of [37, 38]. We note that the set of domains has not a linear structure, so it does not make sense to define a directional derivative. We formulate the problem in an alternative way. Let $\Omega$ be a fixed domain of class $C^1$ and let

$$\Phi(\Omega) = \{ \phi \in (C^2(\Omega))^N : \phi \text{ injective and } \inf_{\Omega} |\text{det} D\phi| > 0 \}.$$ 

If $\Omega$ is of class $C^1$ and $\phi \in \Phi(\Omega)$, then $\phi(\Omega)$ is of class $C^1$ and $\phi^{(-1)} \in \Phi(\phi(\Omega))$. Then we study the Steklov problem on $\phi(\Omega)$. We denote $\lambda_j[\phi] := \lambda_j[\phi(\Omega)]$ and study the map

$$\phi \mapsto \lambda_j[\phi].$$

The space $\Phi(\Omega)$ is a linear space.

Let $F \subset \mathbb{N}$ be fixed. We introduce the following quantity

$$A_{\Omega}[F] = \{ \phi \in \Phi(\Omega) : \lambda_l[\phi] \neq \lambda_j[\phi] \quad \forall j \in F, \forall l \in \mathbb{N} \setminus F \}.$$ 

Then we consider the symmetric functions of the eigenvalues for $s \in \{1, \ldots, |F|\}$ defined by

$$\Lambda_{F,s}[\phi] = \sum_{j_1 < \cdots < j_s \in F} \lambda_{j_1}[\phi] \cdots \lambda_{j_s}[\phi].$$

We have the following theorem.

**Theorem 4.10** Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ of class $C^1$. Let $F$ be a finite non-empty subset of $\mathbb{N}$. Then

i) The set $A_{\Omega}[F]$ is open in $\Phi(\Omega)$.

ii) The function $\Lambda_{F,s}[\phi]$ from $A_{\Omega}[F]$ to $\mathbb{R}$ is real analytic.

iii) Let $\tilde{\phi} \in A_{\Omega}[F]$ be such that $\lambda_j[\tilde{\phi}] = \lambda_F[\tilde{\phi}]$, $\forall j \in F$ and such that $\tilde{\phi}(\Omega)$ is of class $C^4$. Let $v_1, \ldots, v_{|F|}$ be an orthonormal basis of the eigenspace associated with $\lambda_F[\tilde{\phi}]$. Then
Let $V$ be the so-called Fraenkel Asymmetry (see Figure 8). The Fraenkel Asymmetry measures the distance in the $L^1$ sense of a generic set from the family of balls.

Let $\tilde{\phi}$ be such that $\tilde{\phi}(\Omega)$ is a ball. Let $\lambda$ be an eigenvalue of problem (4.9) in $\tilde{\phi}(\Omega)$, and let $F$ be the set of $j \in \mathbb{N}$ such that $\lambda_j(\tilde{\phi}) = \lambda$. Then $\Lambda_{F,s}$ has a critical point at $\tilde{\phi}$ on $V(|\tilde{\phi}(\Omega)|)$, for all $s = 1, \ldots, |F|$.

**Theorem 4.11** Let $\Omega$ be a bounded domain of $\mathbb{R}^N$ of class $C^1$. Let $\tilde{\phi}$ be such that $\tilde{\phi}(\Omega)$ is a ball. Let $\lambda$ be an eigenvalue of problem (4.9) in $\tilde{\phi}(\Omega)$, and let $F$ be the set of $j \in \mathbb{N}$ such that $\lambda_j(\tilde{\phi}) = \lambda$. Then $\Lambda_{F,s}$ has a critical point at $\tilde{\phi}$ on $V(|\tilde{\phi}(\Omega)|)$, for all $s = 1, \ldots, |F|$.

Theorem 4.11 states that ‘balls are critical domains for all simple eigenvalues and for all the symmetric functions of all multiple eigenvalues under measure constraint’.

It is natural to ask whether we can say more on the critical nature of balls for the Steklov eigenvalues. By adapting the argument of Brock-Weinstock, we are able to prove the following.

**Theorem 4.12** Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ of class $C^1$. Let $\lambda_2[\Omega]$ be the first positive eigenvalue of problem (4.9) on $\Omega$ with $\tau > 0$. Then

\begin{equation}
\lambda_2[\Omega^*] \geq \lambda_2[\Omega],
\end{equation}

where $\Omega^*$ is a ball with the same measure as $\Omega$. The equality holds only if $\Omega = \Omega^*$ is a ball.

Theorem 4.12 states that among all bounded domains of class $C^1$ with fixed measure, the ball is the unique maximizer of the first non-negative eigenvalue of problem (4.9) with $\tau > 0$. In the case of $\tau = 0$ we have only partial results. We refer to [14, 15] for the proof of Theorem 4.12 and for a discussion on the case $\tau = 0$.

It is natural then to consider the issue of the stability of the inequality (4.13). This means, to answer the following questions: “if $\Omega$ is such that $\lambda_2[\Omega] = \lambda_2[\Omega^*]$, then $\Omega$ has to resemble a ball? In which way this is quantified?”

In order to answer this question, we need to introduce a “distance among shapes”. Let

$$\mathcal{A}(\Omega) := \inf \left\{ \frac{\|\Omega \triangle B\|}{|\Omega|} : B \text{ ball with } |B| = |\Omega| \right\}$$

be the so-called Fraenkel Asymmetry (see Figure 8). The Fraenkel Asymmetry measures the distance in the $L^1$ sense of a generic set from the family of balls.
We have the following theorem which provides an improved version of inequality (4.13). We refer to [11, 14, 15] for its proof.

**Theorem 4.14** For every domain $\Omega$ in $\mathbb{R}^N$ of class $C^1$ the following estimate holds:

$$
\lambda_2[\Omega] \leq \lambda_2[\Omega^*] \left(1 - c_N A(\Omega)^2\right),
$$

where $c_N$ is a suitable constant and $\Omega^*$ is a ball with the same measure as $\Omega$.

We refer also to [6, 8] for quantitative isoperimetric inequalities for the eigenvalues of the Neumann and Dirichlet Laplacian. In particular inequality (2) implies (4.13).

Finally we consider the issue of the sharpness of the inequality (2). This means to consider the problem of the optimality of the exponent 2 for the Fraenkel asymmetry in (2). In order to prove the optimality of the exponent 2, we shall exhibit a family $\{\Omega_\varepsilon\}$ of sets approaching the unit ball $B$ such that

$$
A(\Omega_\varepsilon) \approx \frac{|\Omega_\varepsilon \triangle B|}{|\Omega_\varepsilon|} \approx \varepsilon \quad \text{and} \quad \lambda_2[B] - \lambda_2[\Omega_\varepsilon] \approx \varepsilon^2, \quad \varepsilon \ll 1.
$$

In many cases, nearly spherical ellipsoids (see Figure 9), the most simple ‘deformation’ of the ball, realize the sharp exponent in various quantitative inequalities (classical isoperimetric inequality, Faber-Krahn, etc., see [6, 7, 8]).
In the case of the Steklov problem (4.9), nearly spherical ellipsoids $\Omega_\varepsilon$ are such that $\lambda_2[B] - \lambda_2[\Omega_\varepsilon] \approx \varepsilon$, $\varepsilon \ll 1$ (we refer to [11] for more details). Then the natural question is whether are there shapes realizing the exponent 2 or is $\alpha \approx 1$ (or another number $1 < \alpha < 2$) the right exponent.

We consider a family $\{\Omega_\varepsilon\}$ defined in the following way

$$\Omega_\varepsilon := \{ x \in \mathbb{R}^N : |x| < 1 + \varepsilon \psi(x/|x|) \},$$

where $\psi \in C^\infty(\partial B)$ and satisfies

1. $\int_{\partial B} \psi d\sigma = 0$;
2. $\int_{\partial B} (a \cdot x) \psi d\sigma = 0$ for all $a \in \mathbb{R}^N$;
3. $\int_{\partial B} (a \cdot x)^2 \psi d\sigma = 0$ for all $a \in \mathbb{R}^N$,

see Figure 10. This family of sets is such that $\mathcal{A}(\Omega_\varepsilon) \approx \varepsilon$ and $\lambda_2[B] - \lambda_2[\Omega_\varepsilon] \approx \varepsilon^2$, proving that the exponent 2 is sharp. We refer to [11] for the proof of this result and for more discussions on the sharpness of quantitative isoperimetric inequalities.

![Figure 10. Domains statisfying properties i), ii) and iii).](image)
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Introduction to propagation of chaos for mean-field interacting particle systems

LUISA ANDREIS (*)

Abstract. The purpose of this article is to give an overview on mean-field interacting particle systems. We will focus on the notion of propagation of chaos, which aims to understand the connection between the microscopic and the macroscopic description of phenomena. Usually, an interacting particle system refers to the microscopic level and a corresponding nonlinear process describes the macroscopic one. In a great number of situations, under hypothesis on the symmetry of the system and on the type of interaction, the link between these two levels is precisely given by propagation of chaos. Since the article is intended for a general reader, we start by recalling basic definitions and results of Probability. Then we introduce the basic concepts of the theory, by means of classical examples as well as recent ones.

1 Preliminaries

The aim of this section is to define the basic objects from Probability theory that will be useful in the sequel. In particular, we aim to introduce at an informal and intuitive level diffusion processes with values in \( \mathbb{R}^d \) and Markov processes with jumps, that have \( \text{càdlàg} \) paths, from the french expression \( \text{continue à droite, limites à gauche} \), i.e. right continuous with left limits. Since we want to give a general idea on particle systems and nonlinear Markov processes, even in this preliminary part we will just mention some particular cases and we will not focus on details of stochastic calculus, for a complete introduction see, for instance, Ikeda and Watanabe [4].

1.1 Diffusion processes in \( \mathbb{R}^d \)

Let \( (\Omega, \mathcal{F}, P) \) be a probability space, where \( \Omega \) is the sample space, \( \mathcal{F} \) is the \( \sigma \)-algebra of events and \( P \) is a probability measure. Informally speaking, a stochastic process is a family of random variables indexed by a time index, that can be discrete, i.e. belonging to a subset of \( \mathbb{N} \), or continuous, belonging to a subset of \( \mathbb{R}^+ \). To describe a stochastic process, we need to define a filtration. It is an increasing sequence of \( \sigma \)-algebras and, in some sense, it carries the “information” available at a certain time.

(*) Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy; E-mail: andreis@math.unipd.it. Seminar held on March 2nd, 2016.
**Definition 1.1** (Filtration) Given a σ-algebra $\mathcal{F}$, we call filtration a family of σ-algebras $(\mathcal{F}_t)_{t \in T}$, with $T \subset \mathbb{R}^+$ such that for all $s \leq t \in T$ it holds

$$\mathcal{F}_s \subseteq \mathcal{F}_t \subseteq \mathcal{F}.$$ We say that $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, \mathbb{P})$ is a filtered probability space.

**Definition 1.2** A stochastic process with values on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ is a family of $\mathbb{R}^d$-valued random variables $X = (X_t)_{t \geq 0}$ that are measurable w.r.t. $\mathcal{F}$. Let $(\mathcal{F}_t)_{t \geq 0}$ be a filtration, we say that the process $X$ is adapted to the filtration $(\mathcal{F}_t)_{t \geq 0}$ if $X_t$ is $\mathcal{F}_t$-measurable for all $t \geq 0$. In particular, we say that $X = (X_t)_{t \geq 0}$ is a Markov process if it is an adapted stochastic process such that, for all $0 \leq s < t$

$$\mathbb{P}(X_t \in \cdot | \mathcal{F}_s) = \mathbb{P}(X_t \in \cdot | X_s).$$

**Markov processes** represent an important class of stochastic processes. Their feature of being “memoryless”, in the sense that the future depends only on the current state and not on the whole previous history, makes them really powerful for applications and simulations. Now let us focus on a particular class of Markov processes, that have continuous paths in $\mathbb{R}^d$.

**Definition 1.3** A diffusion process $X = (X_t)_{t \geq 0}$ with values in $\mathbb{R}^d$ is a Markov process with a.s. continuous paths.

A well-know example of diffusion process is the **Brownian motion**. Just to recall its definition, given a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, \mathbb{P})$, we say that the process

$$B := (B_t)_{t \geq 0},$$

with values in $\mathbb{R}$, is an $\mathcal{F}_t$-Brownian motion if it is an adapted stochastic process with the following properties:

- $B_0 = 0$ a.s.
- $B_t - B_s \sim \mathcal{N}(0, t - s)$ for all $s < t$
- $B_{t_1} - B_{s_1}$ and $B_{t_2} - B_{s_2}$ are independent for all $s_1 < t_1 \leq s_2 < t_2$
- $B$ has a.s. continuous paths.

The paths of Brownian motions have some characteristic features, in particular they have infinite variation over every finite time interval. However it is possible to build integrals w.r.t. the Brownian motion, they are called Itô’s integrals and they are defined as limits in probability of Riemann sums along partitions of the time interval, as the length of the partition’s element goes to zero. Itô’s integrals are the fundamental bricks of stochastic differential equations, given the huge literature and theory of SDE we suggest
the reading of [4] for a complete introduction of the topics. Here we aim to describe particular cases, so let us just informally mention that a diffusion process \(X\) solves a SDE in the sense that, for all \(t \leq 0\), it can be written in the form

\[
X_t = X_0 + \int_0^t b(X_s) \, ds + \int_0^t \sigma(X_s) \, dB_s.
\]

Equivalently, we say that a diffusion process \(\{X(t)\}_{t \geq 0}\) solves the following SDE

\[
\begin{cases}
\quad dX_t = b(X_t) \, dt + \sigma(X_t) \, dB_t \\
\quad X_0 \quad \text{initial condition}
\end{cases}
\]

where

- \(X_0\) is a \(\mathcal{F}_0\)-measurable r.v.;
- \(b\) is the drift coefficient;
- \(\int_0^t \sigma(X_t) \, dB_t\) is a stochastic integral w.r.t. \(d_1\)-dimensional Brownian motion \(B = (B_t)_{t \geq 0}\);
- \(\sigma\) is a \(d \times d_1\) matrix, called the diffusion coefficient.

Diffusion processes have a correspondence with second-order partial differential operators. Indeed, a diffusion process is uniquely determined by a second-order partial differential operator \(L\), called the infinitesimal generator of the process, that acts on suitable functions \(f\), usually in \(C^2_b(\mathbb{R}^d)\), in the following way:

\[
Lf(x) = \sum_{i=1}^d b_i(x) \frac{\partial}{\partial x_i} f(x) + \frac{1}{2} \sum_{i,j=1}^d (\sigma(x)\sigma(x)^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j} f(x).
\]

The probability measure \(\mu_t = \text{Law}(X_t)\) satisfies, for all \(f \in C^2_b(\mathbb{R}^d)\)

\[
\partial_t \langle \mu_t, f \rangle = \langle \mu_t, Lf \rangle.
\]

That means that the time marginals \(\mu_t\) satisfy in a weak sense the PDE

\[
\partial_t \mu_t = - \sum_{i=1}^d \frac{\partial}{\partial x_i} (b_i(x) \mu_t) + \frac{1}{2} \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} ((\sigma(x)\sigma(x)^T)_{ij} \mu_t).
\]

### 1.2 Diffusion processes with jumps in \(\mathbb{R}^d\)

Let us now enlarge the class of Markov processes considered, by defining diffusion with jumps. The description of the “jumps” of a diffusion is given by means of Poisson point processes.

**Definition 1.4** Let \((U, \mathcal{U}, \nu)\) be a measure space with \(\nu\) a \(\sigma\)-finite measure, we call Poisson random measure a family of random variables \(\{N_A\}_{A \in \mathcal{U}}\), defined on some probability space \((\Omega, \mathcal{F}, P)\), such that...
for all $A \in \mathcal{U}$, $N_A$ is a Poisson random variable with intensity $\nu(A)$;

- for all disjoint sets $A_1, A_2, \ldots, A_k \in \mathcal{U}$, the random variables $N_{A_1}, N_{A_2}, \ldots, N_{A_k}$ are mutually independent;

- for all $\omega \in \Omega$, $N(\omega)$ is a measure on $(U, \mathcal{U})$.

A Poisson point process $\mathcal{N}$ with intensity $\nu(du)dt$ is a Poisson random measure on the product space $U \times \mathbb{R}^+$. It is possible to define integrals w.r.t. Poisson point processes, that are processes of the form

$$\left\{ \int_0^t \int_U f(u,s) \mathcal{N}(du,ds) \right\}_{t \geq 0}$$

for a certain measurable function $f$. Loosely speaking, an integral w.r.t. a Poisson point process is an object that sums elements at a precise time, where the value of the element and the time at which it occurs is prescribed by the Poisson point process itself. To re-establish the notation of SDE, a diffusion with jumps $X$ at each time $t \geq 0$ can be written in the following form:

$$X_t = X_0 + \int_0^t b(X_s) ds + \int_0^t \sigma(X_s) dB_s + \int_0^t \int_0^\infty \int_{[0,1]} \psi(X_s, h) \mathbb{1}_{(0,\lambda(X_s))}(u) \mathcal{N}(dh, du, ds)$$

where

- $X_0$ is a $\mathcal{F}_0$-measurable r.v.;
- $b$ is the drift coefficient;
- $\int_0^t \sigma(X_s, t) dB_t$ is a stochastic integral w.r.t. $d_1$-dimensional Brownian motion $B = (B_t)_{t \geq 0}$;
- $\sigma$ is a $d_1 \times d$ matrix, called the diffusion coefficient;
- $\mathcal{N}$ is a Poisson random process with characteristic measure $\nu(dh) \otimes du \otimes dt$;
- $\psi$ is the amplitude of the jumps;
- $\lambda$ is the rate of the jumps.

For a heuristic description, we choose to write the Poisson integral highlighting the difference between rate of the jumps (that basically represents the rate of occurrence of a jump at a given position) and the amplitude of the jump itself. This is a form particularly useful when dealing with applications, where often we know separately the probability of the occurrence of a jump at a given time or position and the amplitude of it. The correspondence between the process and an operator, in this case, occurs with an integro-differential
operator. Indeed, the \textbf{infinitesimal generator} of a diffusion process with jumps takes the following form:

\[ Lf(x) = \sum_{i=1}^{d} b_i(x) \frac{\partial}{\partial x_i} f(x) + \frac{1}{2} \sum_{i,j=1}^{d} (\sigma(x)\sigma(x)^T)_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} f(x) \]

\[ + \lambda(x) \int_{[0,1]} f(x + \psi(x,h)) - f(x) \nu(\mathrm{d}h) . \]

Again, the probability measure $\mu_t = \text{Law}(X_t)$ satisfies, for all $f \in C^2_b(\mathbb{R}^d)$

\[ \partial_t \langle \mu_t, f \rangle = \langle \mu_t, Lf \rangle . \]

\textbf{Remark 1.1} Of course, since the paths of a diffusion process are a.s. continuous, we can identify the process $X$ with a random variable on the path space $C(\mathbb{R}^+, \mathbb{R}^d)$. The same happens for a diffusion with jumps, that has paths in the Skorokhod space $D(\mathbb{R}^+, \mathbb{R}^d)$ of càdlàg functions. Therefore, it seems natural to interpret a stochastic process as a \textbf{random variable in the space of its trajectories} ($C(\mathbb{R}^+, \mathbb{R}^d)$, $D(\mathbb{R}^+, \mathbb{R}^d)$, $C([0,T], \mathbb{R}^d)$, ...).

For this reason, in the sequel, when we say that a sequence of continuous stochastic processes $X^n_t = (X^n_t)_{t \geq 0}$ converges weakly to a continuous process $X$, we mean that they converge in distribution as random variables on their path space.

\section{Propagation of chaos}

The idea of \textbf{propagation of chaos} was introduced by Kac in 1954, in the work “Foundations of Kinetic Theory” [5], where he presented a Markovian model of gas dynamics. Indeed, the Boltzmann equation for a rarefied gas with binary collisions governs the evolution of the molecules’ density in the following non-linear way:

\[ \partial_t u_t(x,v) + v \cdot \nabla_x u_t(x,v) = \int_{\mathbb{R}^3 \times S^2} \left( u_t(x,\bar{v})u_t(x,\bar{v}') - u_t(x,v)u_t(x,v') \right) \left| (v' - v) \cdot n \right| \mathrm{d}v' \mathrm{d}n \]

where

\[ \bar{v} = v + ((v' - v) \cdot n)n \]

\[ \bar{v}' = v' + ((v - v') \cdot n)n \]

are the modified vectors of speed after a collision. Kac’s aim was to obtain the spatially homogeneous Boltzmann equation as the limit of microscopic probabilistic description of molecules. Therefore he designed an interacting particle system, where the particles randomly collide with each other. The structure of the interaction and the exchangeability of the particles in the description of the model, i.e. the particle evolution is totally symmetric, are the key ingredients of the theory of propagation of chaos. Basically this implies that the density, in the limit for the number of particles going to infinity, evolves in a deterministic way. In Kac’s case, this evolution is precisely given by the spatially homogeneous Boltzmann equation.
Of course, this link between microscopic and macroscopic descriptions of a model has found huge interest in application and recently in the modelling of complex systems, like social sciences, economics and neuroscience. In the following section we will describe what is a system of interacting diffusion (with or without jumps) in $\mathbb{R}^d$, what the propagation of chaos for this system is and the link with the macroscopic description of the model, that gives rise to a new class of Markov processes, the so-called nonlinear Markov processes. For a complete introduction on the topic, see Sznitman’s lecture notes, [7].

2.1 Microscopic and macroscopic description of a model

We mentioned that the aim of propagation of chaos is to link microscopic and macroscopic descriptions. Here we define briefly the two frameworks.

2.1.1 Interacting particle systems

We start with the microscopic view, where we consider a system of $N$ interacting particles evolving in $\mathbb{R}^d$. This is intended as the process $X^N = (X^{1,N}, \ldots, X^{N,N})$ with values in $\mathbb{R}^{N \times d}$, where each component satisfies a SDE of the same type, this gives the complete symmetry of the problem and that is crucial for propagation of chaos. For easyness of notation, we will give the first description of a diffusion process without jumps. Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, P)$ be a filtered probability space and $\{B^i\}_{i=1,\ldots,N}$ a family of independent $d_1$-dimensional Brownian motions. Then, intuitively speaking, $X^N$ is the solution of the following system of SDE:

\[
\begin{align*}
\begin{cases}
  dX^{1,N}_t &= b(X^{1,N}_t, X^N_t)dt + \sigma(X^{1,N}_t, X^N_t)dB^1_t \\
  \vdots \\
  dX^{N,N}_t &= b(X^{N,N}_t, X^N_t)dt + \sigma(X^{N,N}_t, X^N_t)dB^N_t 
\end{cases}
\end{align*}
\]

Here we have two functions, the drift coefficient $b: \mathbb{R}^d \times \mathbb{R}^{N \times d} \to \mathbb{R}^d$ and the diffusion coefficient $\sigma: \mathbb{R}^d \times \mathbb{R}^{N \times d} \to \mathbb{R}^d \times \mathbb{R}^{d_1}$, that are the same for every particle and that encode the interaction in the dependence on the entire process $X^N$. Notice that, the form of the two functions $b$ and $\sigma$ must satisfy some condition, in particular it must express a mean field type of interaction, i.e. $b(X^{1,N}_t, (X^{j,N}_t)_{j=1,\ldots,N})$ (resp. $\sigma(X^{1,N}_t, (X^{j,N}_t)_{j=1,\ldots,N})$) must be invariant for permutation of the indexes of $X^N$.

2.1.2 Nonlinear processes

The macroscopic description of the model corresponding to (1), is given by a Markov process $X$ with values on $\mathbb{R}^d$, that satisfies what we call a nonlinear SDE. Again let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, P)$ be a filtered probability space and $\{B\}_{i=1,\ldots,N}$ a $d_1$-dimensional Brownian motion, then we say that the process $X$ is the solution of the following nonlinear SDE:

\[
\begin{align*}
\begin{cases}
  dX_t &= \bar{b}(X_t, \mu_t)dt + \bar{\sigma}(X_t, \mu_t)dB_t \\
  \mu_t &= \text{Law}(X_t)
\end{cases}
\end{align*}
\]
Here the nonlinearity is represented by the fact that the SDE depends on the position of the process but also on the **law of the process itself**. The two functions \( \tilde{b} \) and \( \tilde{\sigma} \) represent, in a certain sense, the link between (1) and (2). Indeed, the first argument of these functions is the position of the process (the same of the first argument of \( b \) and \( \sigma \)), while the second argument still represents the "interaction", but now it is a probability measure on \( \mathbb{R}^d \) (instead of the whole vector of positions in the particle system). Precisely, the functions are defined in the following way:
\[
\tilde{b} : \mathbb{R}^d \times \mathcal{M}^1(\mathbb{R}^d) \to \mathbb{R}^d, \quad \tilde{\sigma} : \mathbb{R}^d \times \mathcal{M}^1(\mathbb{R}^d) \to \mathbb{R}^d \times \mathbb{R}^d,
\]
where \( \mathcal{M}^1(\mathbb{R}^d) \) is the space of probability measures on \( \mathbb{R}^d \).

Notice that a nonlinear SDE is deeply different from a classical SDE and arguments for proofs of existence and uniqueness of solutions are not trivial extensions of classical stochastic calculus theory. We will not focus on this issues, for an introduction on this topic see again Sznitman [7] or Graham [3]. Let us add a remark: the nonlinearity of the process is reflected on the fact that its infinitesimal generator \( L(\mu) \) depends on a measure itself. Therefore the correspondent PDE is nonlinear, in the sense that, for all \( f \) sufficiently smooth, \( \mu_t = \text{Law}(X_t) \) solves
\[
\partial_t \langle \mu_t, f \rangle = \langle \mu_t, L(\mu_t) f \rangle.
\]

2.2 Chaoticity and propagation of chaos

We want to understand how it is possible to connect a microscopic and a macroscopic model of the previous type and what type of connection links those models. We start by giving the definition of a chaotic sequence of measure, that is a crucial concept in this topic.

**Definition 2.1** \((p\text{-chaotic sequence of measures})\) Let \( E \) be a separable metric space and \( p_N \) a sequence of symmetric probabilities on \( E^N \). \( p_N \) is \( p \)-chaotic, with \( p \) probability on \( E \), if for any sequence \( \phi_1, \ldots, \phi_k \in \mathcal{C}_b(E) \) and for all \( k \geq 1 \),
\[
\lim_{N \to \infty} \langle p_N, \phi_1 \otimes \cdots \otimes \phi_k \otimes 1 \otimes \cdots \otimes 1 \rangle = \prod_{i=1}^{k} (p, \phi_i).
\]

Clearly the condition of chaoticity is different from global independence of components, even if it says that there is an **asymptotic independence**. The idea of propagation of chaos relies exactly on this definition. It says that, if the interactions are not too strong, the condition of chaoticity propagates in time despite the interactions. This means that, if a particle system starts from a condition of i.i.d. (or chaotic) initial conditions, the trajectories maintain an asymptotic independence.

**Definition 2.2** \((\text{Propagation of chaos for diffusion with jumps in } \mathbb{R}^d)\) Let \( P^N \) be the law of an interacting particle system \( X^N \), where each component is in \( \mathbb{R}^d \) and the system starts from an initial condition \( P^N_0 \). Let \( \mu \) be the law of a process \( X \) moving in \( \mathbb{R}^d \), starting from initial condition \( \mu_0 \). Notice that \( P^N \) is a probability measure on \( D(\mathbb{R}^+, \mathbb{R}^d)^N \), while \( \mu \) is a probability measure on \( D(\mathbb{R}^+, \mathbb{R}^d) \). We say that there is **propagation of chaos** if, whenever the sequence of initial conditions \( (P^N_0)_{N \in \mathbb{N}} \) is \( \mu_0 \)-chaotic, then the sequence \( (P^N)_{N \in \mathbb{N}} \) is \( \mu \)-chaotic.
2.2.1 Propagation of chaos as a Law of Large Numbers

Due to the symmetry of the laws, there is an important interpretation of propagation of chaos as a sort of law of large number. Let us briefly expose this result, for a full characterization see [7]. For a fixed $t \geq 0$, we define the empirical measure of a particle system $X_t^N$ as

$$
\mu_{X_t}^N(\cdot) = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,t}^N}(\cdot).
$$

It is a random variable with values in the space $\mathcal{M}_1(\mathbb{R}^d)$. Obviously, we can consider the whole trajectory of $X_t^N$ and define the empirical measure as a measure on the space of trajectories $D(\mathbb{R}^+, \mathbb{R}^d)$.

**Theorem 2.1** $P_N$ is $\mu$-chaotic is equivalent to

$$
\mu_{X_t}^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,t}^N} \longrightarrow \delta_\mu,
$$

where the convergence is in law.

Here we write the limit as $\delta_\mu$ to underline that $\mu$ is a deterministic limit for a sequence of random variables. Indeed, while $\mu_{X_t}^N$ is a sequence of random variables with values in $\mathcal{M}_1(D(\mathbb{R}^+, \mathbb{R}^d))$, $\mu$ is a deterministic element of the same space.

2.2.2 An example: McKean-Vlasov particle system

Here we informally present an example of a particle system that propagates chaos, this is the model presented by McKean, [6]. Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, \mathbb{P})$ be a filtered probability space and $\{B_i\}_{i=1,...,N}$ a family of independent $d_1$-dimensional Brownian motions. Let $b(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ be a bounded Lipschitz function, $\mu_0$ a probability measure on $\mathbb{R}^d$ and $(B_i)_{i=1,...,N}$ a family of independent Brownian motions. We define the particle system $X_t^N = (X_1^{1,N}, \ldots, X_t^N)$ that satisfies, for all $i = 1, \ldots, N$,

$$
\begin{cases}
  dX_{i,t}^N = dB_{i,t} + \frac{1}{N} \sum_{j=1}^{N} b(X_{i,t}^N, X_{j,t}^N) dt \\
  \text{Law}(X_{i,t}^N) = \mu_0.
\end{cases}
$$

The term $\frac{1}{N} \sum_{j=1}^{N} b(X_{i,t}^N, X_{j,t}^N)$ represents the interaction. We see that the interaction term is invariant under permutation of the indexes and it is of mean-field type. It can be seen also as an integral w.r.t. the empirical measure:

$$
\frac{1}{N} \sum_{j=1}^{N} b(x, X_{j,t}^N) = \int_{\mathbb{R}^d} b(x, y) \mu_{X_t^N}(dy).
$$

It has been proven that this system propagates chaos, therefore for all $T \geq 0$, there exists a probability measure $\mu_{[0,T]}$ on $D([0,T])$ such that

$$
\mu_{X_{[0,T]}^N} \xrightarrow{d} \delta_{\mu_{[0,T]}}.
$$
Heuristically, we expect that, in some way, for all \( t \geq 0 \),
\[
\int_{\mathbb{R}^d} b(x, y) \mu_{X_t^N}(dy) \to \int_{\mathbb{R}^d} b(x, y) \mu_t(dy).
\]
Indeed, the law \( \mu_{[0,T]} \) is precisely the law on \( D([0,T],\mathbb{R}^d) \) of the nonlinear process:
\[
\begin{cases}
dX_t = dB_t + \int_{\mathbb{R}^d} b(X_t, y) \mu_t(dy) \, dt \\
\text{Law}(X_0) = \mu_0 \\
\mu_t = \text{Law}(X_t) \text{ for } t > 0
\end{cases}
\]
Notice that the marginal distribution of the nonlinear process \( \mu_t \) satisfy in a weak sense the nonlinear PDE
\[
\partial_t \mu_t = \frac{1}{2} \Delta \mu_t - \text{div} \left( \int_{\mathbb{R}^d} b(\cdot, y) \mu_t(dy) \mu_t(\cdot) \right).
\]

2.2.3 Strategy of proof for propagation of chaos

In literature we found mainly two approaches for the proof of propagation of chaos. Let us briefly summarize them.

1) The martingale approach consists in:
   - proving that the sequence of empirical measures \( \{\mu_N\}_{N \in \mathbb{N}} \) is tight, i.e. it admits a convergent subsequence;
   - identifying every limit point of \( \{\mu_N\}_{N \in \mathbb{N}} \) with the law of the solution of the nonlinear SDE;
   - proving that the solution of the nonlinear SDE is unique.

2) The coupling approach consists in:
   - considering the processes \( X^N = (X_1^N, \ldots, X_N^N) \) the usual particle system and \( x_N = (x_1, \ldots, x_N) \) \( N \) independent copies of the solution of the nonlinear process both starting from the same vector of i.i.d. initial condition;
   - coupling the two vectors by building a joint measure whose marginals are the two laws;
   - by means of the coupling getting a quantitative bound of the form
\[
\mathbb{E}\left[ \rho_T(\mu_N, \mu) \right] \leq \frac{C_T}{N^\gamma}
\]
for a certain exponent \( \gamma > 0 \) and a distance \( \rho_T \) between measures on the space of trajectories, that implies weak convergence of the sequence \( \mu_N \) to the limit deterministic law \( \mu \). See Fournier and Guillin, [2], for a nice overview on rate of convergence w.r.t. moments conditions on the laws, dimension and choice of the distance \( \rho_T \).
3 Recent applications of interacting particle systems

At its birth the mean-field approach was seen as an approximation of physical situations, where the existing local interactions were too difficult to understand and there was the need of an extreme simplification to interpret macroscopical behaviors. Recently, the research on complex systems has focused its interest on mean-field models as they reveal most of the main characteristics of social, economical or biological systems. Therefore, the study of mean field models has still an important role in applications, as we will explain in the following by briefly present particle systems for neuroscience.

3.1 Mean field models for neuroscience

Particle systems in neuroscience are used to model the brain’s behavior, indeed the neuronal network has characteristic features that fit very well with the mean-field approach. First of all, the brain is a large size network of neurons, with high number of connections among them, therefore considering the interactions of mean-field type and the limit for size of the system going to infinity seems a reasonable approximation. Moreover, from the easier observation of microscopical behavior would be interesting to understand the macroscopical one, that sometimes seems to show very different peculiarities. For instance neurons’ membrane potential has been modelled with particle systems with the aim of understanding the behavior (in particular the intrinsic periodic phenomena even without external periodic inputs) of the overall system. The membrane potential of a neuron is a quantity that increases or decreases in time, depending on the influence of the other neurons, and that sometimes has a so-called spike. A spike is a sudden event that forces the membrane potential of the neuron to a resting potential. While the increase and the decrease due to the interactions can be considered as continuous components, the spikes represent jumps in the trajectory of the potential. Here we summarize two different models for the neuronal network. The second one is the main motivation of our study of particle systems with simultaneous jumps.

1) Diffusion with jumps when reaching a threshold: leaky integrate and fire model

In this model there is interaction between neurons, the randomness comes from external noise and the spike of each neuron occurs when its membrane potential reaches a threshold.

2) Random and simultaneous jumps: Poisson model

In this model the occurrence of a spike for a neuron encodes the randomness of the system, since it happens according a certain rate that increases as the membrane potential increases. The interaction is represented by the fact that, as soon as a neuron spikes, it causes a little increase in the membrane potential of the others.

3.2 Interacting particle systems with simultaneous jumps

In the following we present a quite general particle system with simultaneous jumps, inspired by Poisson models in neuroscience [1]. We define a system of $N$ interacting
particles on the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, P)\), rich enough to carry the family \(\{B^i, \mathcal{N}^i\}_{i=1,\ldots,N}\) of independent Brownian motions and Poisson stationary processes. Each “particle” is associated to a diffusion with jumps \(X^N_i(t)\) with values on \(\mathbb{R}^d\). Therefore the system is represented by the process \(X^N = (X^N(t))_{t \in [0,T]}\) where

\[
X^N(t) = (X^N_1(t), \ldots, X^N_N(t)) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d
\]

for all \(t \in [0,T]\). The process solves the system of SDE: for all \(i = 1, \ldots, N\),

\[
dX^N_i(t) = F(X^N_i(t), \mu^N_X(t))dt + \sigma(X^N_i(t), \mu^N_X(t))dB^i_t
\]

(drift and diffusion coefficients)

\[
+ \int_{[0,\infty)} \psi(X^N_i(t), \mu^N_X(t))1_{[0,\lambda(X^N_i(t), \mu^N_X(t)))}(u)\mathcal{N}^i(dt, du),
\]

(main jump term)

\[
+ \frac{1}{N} \sum_{j \neq i} \int_{[0,\infty)} \Theta(X^N_j(t), X^N_i(t), \mu^N_X(t))1_{[0,\lambda(X^N_j(t), \mu^N_X(t)))}(u)\mathcal{N}^j(dt, du).
\]

(collateral jumps terms)

Notice that each coefficient depends on the position of the particle and on all the other particles through the empirical measure, in a way that the coefficients are defined on \(\mathbb{R}^d \times \mathcal{M}^1(\mathbb{R}^d)\), already in the particle system. We said that the peculiarity of this systems is the presence of simultaneous jumps, indeed each particle’s law is influenced by \(N\) independent Poisson random processes and the rates of these \(N\) jumps depend only on one of the particles at each time. For instance, the \(i\)-th particle appears in the jump rate \((\lambda(X^N_i, \mu^N_X))\) of the \(i\)-th Poisson random integral. At the same time it forces also the \(i\)-th particle to jump of an amplitude given by \(\psi\) and all the other \(N-1\) particles to jump of an amplitude given by \(\Theta\). Existence and uniqueness of such a process is ensured, by classical results, for bounded-Lipschitz conditions on all the coefficients and square-integrable initial conditions.

Our aim is to prove that such an interacting system propagates chaos. We expect that because of the rescaling of the factor \(\frac{1}{N}\) in the simultaneous collateral jumps. In particular we expect that those “collateral jumps” will end up in an additional nonlinear drift term when \(N\) goes to infinity. Therefore, the correspondent limiting nonlinear process should be the law of the following Markov process. Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, P)\) be a filtered probability space and \(B\) a Brownian motion on it, the process \(X = (X(t))_{t \in [0,T]}\) with values on \(\mathbb{R}^d\) is the solution of the nonlinear SDE:
$$dX(t) = F(X(t), \mu_t)dt + \sigma(X(t), \mu_t)dB_t$$

(drift and diffusion coefficients)

$$+ \int_{[0,\infty)} \psi(X(s^-), \mu_s) \mathbb{1}_{[0,\lambda(X(s^-), \mu_s)]}(u) N(du, dh, dt);$$

(main jump term)

$$+ < \mu_t, \lambda(\cdot, \mu_t) \Theta(\cdot, X(t^-), \mu_t) > dt$$

(new drift term coming from the collateral jumps)

where we have, for all $t \geq 0$, $\mu_t = \text{Law}(X(t))$. It is not the aim of these notes to discuss existence and uniqueness of such a nonlinear process, we just underline that in the case of bounded-Lipschitz coefficients, everything is well-posed also in this limit. Our main interest is to answer some questions about this model.

- Do simultaneous jumps interfere with propagation of chaos?
- Do classical methods apply to this model?
- Can we handle a procedure of coupling to get quantitative rate of convergence?

To answer these questions we build an approach by means of an intermediate process without simultaneous jumps to handle the proof of propagation of chaos by coupling and, consequently, get rates of convergence. The intermediate process $Y^N$ is again a system of $N$ interacting particles, each of them associated to a diffusion with jumps $Y^N_i(t)$ with values on $\mathbb{R}^d$. Given again a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in T}, P)$ and a family $\{B^i, \mathcal{N}^i\}_{i=1,\ldots,N}$ of independent Brownian motions and Poisson stationary processes, the process solves the system of SDE: for all $i = 1,\ldots,N$,

$$dY^N_i(t) = F(Y^N_i(t), \mu^N_i(t))dt + \sigma(Y^N_i(t), \mu^N_i(t))dB^i_t$$

(drift and diffusion coefficients as for $X^N$)

$$+ \int_{[0,\infty)} \psi(Y^N_i(s^-), \mu^N_Y(s^-)) \mathbb{1}_{[0,\lambda(Y^N_i(s^-), \mu^N_Y(s^-))]}(u) N^i(du, dh, dt),$$

(main jump term)

$$+ \frac{1}{N} \sum_{j=1}^{N} \lambda(Y^N_j(t), \mu^N_Y(t)) \Theta(Y^N_j(t), Y^N_i(t^-), \mu^N_Y(t))dt.$$ (collateral jumps terms transformed in an additional drift term)

By means of the introduction of the intermediate process we prove that the empirical laws of the two systems get closer as $N$ goes to infinity, i.e.

$$\mathbb{E} \left[ \rho_T \left( \mu^N_X, \mu^N_Y \right) \right] \leq \frac{C_T}{\sqrt{N}}.$$
as $N \to \infty$, where $\rho_T$ is the $W_1$ Vasserstein distance on $\mathcal{M}_1(D([0,T],\mathbb{R}^d))$. Moreover, propagation of chaos holds for the intermediate system $Y^N$, with $\mu$ as the law of the limit process.
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Cosheaves, an introduction

PIETRO POLESELLO (*)

Abstract. It is well known that locally defined distributions glue together, that is, they define a sheaf. In fact, this follows immediately from the fact that test functions (i.e. smooth functions with compact support) form a cosheaf, which is the dual notion of a sheaf.

By definition, cosheaves on a space $X$ and with values in category $C$ are dual to sheaves on $X$ with values in the opposite category $C^{op}$. For this reason, cosheaves did not attract much attention, being considered as part of sheaf theory. However, passing from $C$ to $C^{op}$, may cause difficulties, as in general $C$ and $C^{op}$ do not share the same good properties needed for sheaf theory (e.g. colimits are not exact in $\text{Ab}^{op}$, the opposite of category of abelian groups). Moreover, dealing with cosheaves may be more convenient, as they appear naturally in analysis (as the compactly supported sections of $c$-soft sheaves, such as smooth functions or distributions), in algebraic analysis (e.g. as the subanalytic cosheaf of Schwartz functions), in topology (in relation with Fox’s theory of topological branched coverings), and in top theory. Moreover, as sheaves are the natural coefficient spaces for cohomology theories, cosheaves play the same role for homology theories, such as Čech homology, and they are (hidden) ingredients of Poincaré duality (recently, $\infty$-cosheaves infiltrated Poincaré-Verdier duality in the context of Lurie’s higher topos theory).

In this seminar, I will give a brief introduction to cosheaves, giving examples and explaining the relation with sheaves, with Lawvere’s distributions and with Fox’s branched coverings.

(This note is handwritten, contents follow on next page.)
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§ 0. INTRO

M: C-manifold
topology defined by a family of semi-norms

\[ V \in M \rightarrow \mathcal{D}_b(V) := \text{distributions on } V \subseteq \text{LCS}, \text{loc. \, Convex \, Vect. \, Space} \]

It is well-known that the assignment
\[ M \ni V \rightarrow \mathcal{D}_b(V) \]

defines a sheaf (of LCS) on M.

"Separated pre-sheaf condition"  
\[ (i) \ T_i \in \mathcal{D}_b(V) \text{ s.t. } T_i |_{V_j} = 0 \quad \forall i \in I \]

"Gluing condition"  
\[ (ii) T_i \in \mathcal{D}_b(V_i) \quad \forall i \in I \text{ s.t. } T_i |_{V_j} = T_j |_{V_j} \]

\[ \Rightarrow \exists T \in \mathcal{D}_b(V) \text{ s.t. } T |_{V_i} = T_i \quad \forall i \in I \]

Equivalently: the sequence given by restrictions (of LCS)
\[ 0 \rightarrow \mathcal{D}_b(V) \xrightarrow{T} \bigoplus_{i \in I} \mathcal{D}_b(V_i) \xrightarrow{\bigoplus_{i \in I} T_i} \bigoplus_{i \in I} \mathcal{D}_b(V_j) \text{ is exact} \]

\[ T \xrightarrow{T_i |_{V_i}} \bigoplus_{i \in I} T_i |_{V_i} \xrightarrow{T_j |_{V_j}} \bigoplus_{i \in I} T_j |_{V_j} \]

\[ \bigoplus_{i \in I} \mathcal{D}_b(V_i) \xrightarrow{\bigoplus_{i \in I} T_i} \bigoplus_{i \in I} \mathcal{D}_b(V_j) \text{ (if the sheaf were } \bigoplus_{i \in I} U_i, V_i \text{)} \]

Limit (of LCS): \( \text{Ker}(p_i) \) (produced topology)

Recall that, by definition:
\[ \mathcal{D}_b(V) := \mathcal{V}_c^\infty(V)^! \quad \text{topological dual of} \]

\[ \text{the LCS } \mathcal{V}_c^\infty(V) := \mathcal{C}_c \text{-distribution on } V \text{ with compact support} \]
It is an known that
\[ M \cong V \xrightarrow{\phi} V_c^\infty(V) \xrightarrow{\varepsilon} V_c^\infty(U) \xrightarrow{\gamma} V_c^\infty(U) \]
defines a cocycle of LCS on \( M \).

This means that the sequence given by extensions of LCS
\[ \bigoplus_{i \in I} V_c^\infty(V_i) \xrightarrow{\bigoplus_{i \in I} \varepsilon_i} \bigoplus_{i \in I} V_c^\infty(V_i) \xrightarrow{\bigoplus_{i \in I} \varepsilon_i} V_c^\infty(V) \rightarrow 0 \]
is exact
\[ (i.e. \text{coker}(\varepsilon_i) = V_c^\infty(V)) \]
for any open cover \( U V_i = V \).

\[ \Rightarrow \quad \bigoplus_{i \in I} \lim_{i \in I} V_c^\infty(V_i) = V_c^\infty(V) \quad (\text{if the open cover } U V_i = V) \]

L-colation of LCS : \[ \left( \bigoplus_{i \in I} V_c^\infty(V_i) / \text{Im}(\varepsilon_i) \right) \]
+ quotient
\[ \not\cong \text{coker } \varepsilon_i \notin T_{\mathbb{Z}} ! \]

"diamond" topology

Roughly, this means that for any open cover \( U V_i = V \):
\[
\begin{align*}
(i) \quad w \in V_c^\infty(V) & \iff w = \sum_{i \in I} \varepsilon_i(w_i) \quad \text{for } w_i \in V_c^\infty(V_i) \\
(ii) \quad \sum_{i \in I} \varepsilon_i(w_i) = 0 & \implies w_i = \sum_{j \in J} \left[ \varepsilon_i(w_{ij}) - \varepsilon_j(w_{ij}) \right] \quad \text{for } w_{ij} \in V_c^\infty(V_{ij}) \\
\end{align*}
\]

Note that, for \( V_1 U V_2 = V \), (i) and (ii) follows from the Mayer-Vietoris sequence of LCS:
\[ 0 \rightarrow V_c^\infty(V_1 \cup V_2) \xrightarrow{\varepsilon_{12}} V_c^\infty(V_1) \oplus V_c^\infty(V_2) \rightarrow V_c^\infty(V_1 U V_2) \rightarrow 0 \]

By taking the topological dual : \[ \bigoplus \rightarrow \otimes \].
In fact: \((.)^! = \text{Hom}_{\mathcal{T}_{V_{0}}}(-, C)\) commutes with colimits, hence:
\[
\left( \bigcup_{i \in I} V_{c}^{-}(V_i) \right)^! \xrightarrow{\cong} V_{c}^{-}(V) = \mathcal{D}_c(V)
\]
\[
\xrightarrow{\text{colim}} \xrightarrow{\cong} \xrightarrow{\text{lim}} \bigcup_{i \in I} V_{c}^{-}(V_i) = \bigcup_{i \in I} D_{c}(V_i)
\]
Moreover, the fact that \(\otimes\) holds follows from the fact that \(V_{0}\) is a sheaf on \(\mathcal{T}_{V}\). Hence:
\[
V_{0} \text{ : sheaf} \implies V_{c}^{-} \text{ : cosheaf} \implies \mathcal{D}_c = V_{c}^{-} = \text{sheaf}.
\]
We will see that this holds in any more general situation.
Let's start with the basic definitions and properties of cosheaves.

§ 1. Cosheaves
\(C\) : complete category (i.e. admitting all small colimits) such as \(\text{Set}, \text{Ab}, \text{Mod}(R), \text{Top}, \text{LCS}\), etc.
\(X\) : top. space (more generally, a site)
\(\mathcal{O}_{X}(X)\) : category of open subsets of \(X\) and inclusions.

\[\text{Def: i) a pre-cosheaf with values in } C \text{ is a functor } \]
\[
\xi : \mathcal{O}_{X}(X) \rightarrow C. \text{ For } U \in V, \xi(U) \xrightarrow{\approx} \xi(V) \text{ : extends morphism.}
\]
We get a category \(\text{PCosh}({\mathcal{O}_{X}}) := \text{Fct}(\mathcal{O}_{X}(X), C)\).

\[\text{ii) } \xi \text{ is a cosheaf if for every } U, V : = V \text{ open cover stable by finite } \mathcal{O}_{X}, \text{ the natural morphism in } C \text{ is an isomorphism.}
\]
\[
\xi(V) \xrightarrow{\text{lim}} \xrightarrow{\approx} \xi(V) \text{ is an isom.}
\]
If \(\otimes\) is epi then \(\xi\) is epi. If \(\xi \circ f = \xi \circ g \) then \(f = g\).

If \(\otimes\) is epi (70) or epi if \(\xi \circ f = \xi \circ g \) then \(f = g\).

Then \(\xi\) is called a separated pre-cosheaf.
We get a full subcategory $\text{Coh}(C^*) \subset \text{PcCoh}(C^*)$.

**Remarks:**
1) for any cosheaf $\mathcal{C}$, $\mathcal{C}(\phi)$ is initial in $\mathcal{C}$ (since $\phi$ is initial in $\mathcal{C}(V)$).
2) since $C$ has coproducts $\amalg$, $\mathcal{C}$ is a cosheaf if $\Rightarrow$ the natural sequence given by extension morph.

$$\amalg_{i \in I} \mathcal{C}(V_i) \xrightarrow{e_i} \amalg_{i \in I} \mathcal{C}(V_i) \xrightarrow{e_i} \mathcal{C}(\bigvee I) \xrightarrow{\text{exact in } C} \mathcal{C}(V_i) \text{ (i.e. when } e_i, e_j \text{ are } \mathcal{C}(V_i) \text{)}$$

3) By standard "diversion of colimits" and by induction:
   $\mathcal{C}$ is a cosheaf $\iff$
   
   \[
   \left\{
   \begin{array}{l}
   (a) \mathcal{C}(V_i) \text{ is norm. for open covers stable by finite } U; \\
   (b) \mathcal{C}(V_i \cup V_j) \rightarrow \mathcal{C}(V_i) \text{ is acyclic, for any } V_i, V_j \in \text{open}. \\
   \end{array}
   \right.
   \]

4) If $C = \text{Ab}$, Mod(R), LCS, etc. and for $C \rightarrow \text{Set}$ is the forgetful functor, then in general "for" does not commute with colimits. Hence, contrary to sheaves, a cosheaf with values in $C$ in general does not define an "underlying cosheaf of sets".

Dually, if "free" colimits are left adjoint (e.g. free construction, discrete topology, etc.) then this has "for" as right adjoint, hence it preserves, colimits $\Rightarrow$ it preserves cosheaves.
\section{Examples}

1) \( V \mapsto \phi = \) initial object in \( C \) as a cosheaf (initial \( \in Coh(C) \))

2) \( V \mapsto \text{pt} = \) terminal object in \( C \) (supposed it exists) as a pre-cosheaf (terminal in \( PCoh(C) \)), and it is a cosheaf as \( \text{pt} = \phi \), i.e. it is a zero object of \( C \).

Similarly, the constant pre-cosheaf \( V \mapsto \mathbf{P} \in C \) is a cosheaf as \( \mathbf{P} = \phi \).

3) \( V \mapsto V \in \text{Top} \) is the trivial cosheaf \( k_X \) of \( \mathfrak{x} \), where:

\[
\text{Ann } V_i = \text{coker } \left( \bigcup_{j \in I} V_{ij} \xrightarrow{U_{ij}} \bigcup_{i \in I} V_i \right) = U V_i = V
\]

4) \( V \mapsto V \in \text{Set} \) is the forgetful cosheaf (of sets) \( \mathfrak{x} \). Indeed, \( \text{Top} \to \text{Set} \) has a right adjoint (the trivial, or indiscrete, topology function), hence it preserves colimits \( \Rightarrow \text{for } \mathfrak{x} = \text{for } \phi(\mathfrak{x}) \) cosheaf.

5) given \( x_0 \in X \), \( \mathfrak{v} \mapsto \delta_{x_0}(V) := \{ \text{pt } \text{if } x_0 \in V \text{ is a cosheaf} \}

(\delta_{x_0} \text{: "discriminant"})

6) \( V \mapsto \# V := \{ \text{connected components of } V \} \in \text{Set} \) is a separated pre-cosheaf of sets, but in general not a cosheaf.

(\text{Ex})

\[\begin{array}{c}
\text{\textbf{v.}} \\
V_1 \\
V_2 \\
V_{12} \\
V_2
\end{array}\]

"deleted comb space", then (3) \( \Rightarrow \)

\[
\begin{array}{c}
\# V_2 \\
\# V_1 \\
\# V_1 \\
\# V_2 \\
\# X
\end{array}
\]

\[
\begin{array}{c}
\text{coker } ( ) = \{ v_1, v_2 \}
\end{array}
\]

However, if \( X \) is totally disconnected (i.e. the only connected subspace are the singletons), e.g. \( X = \mathbb{Q} \) or discrete, then...
\[ \#_x = \text{for } x \text{ is a co sheaf. Moreover:} \]

Prop: if \( X \) is loc. connected \( \Rightarrow \#_X \) is a co sheaf.

proof: the discrete topology functor

\[ \text{Set} \rightarrow LCT := \{ \text{Loc. Connected Top. Spaces} \} \]

is right adjoint to the connected components functor

\[ \#: LCT \rightarrow \text{Set} \]

\( \Rightarrow \# \) preserves colimits \( \Rightarrow \#_X = \# \{x \} \text{ is a co sheaf.} \]

7) \( V \rightarrow \pi_0(V) := \{ \text{path-component of } V \} \in \text{set} \text{ is a co sheaf} \)

\[ \left( 0 \text{-th homotopy co sheaf} \right) \quad \text{(excuse)} \]

8) \( V \rightarrow H_0(V) := \mathbb{Z}[V]/B_0(V) \quad \text{regular co homology of } V \text{ is a co sheaf} \)

\[ \left( 0 \text{-th homology co sheaf} \right) \quad \text{as } H_0(V) \equiv \mathbb{Z}[\pi_0(V)] \]

and \( \mathbb{Z}[\cdot] \) preserves colimits.

9) \( X = M \quad C^* \text{-manifold of dim } n, \text{ F: sheaf on } M \text{ of abelian groups} \)

\( V \rightarrow H^*_c(V; F) \text{ is a co sheaf.} \)

10) We will prove that, for any c-sheaf \( F \) of abelian groups on a loc. compact space \( X \)

\( V \rightarrow \Gamma_c(V; F) := \{ \text{sections in } \Gamma(V; F) \text{ with compact support} \} \)

is a co sheaf. Replacing \( \text{Ab} \) by \( \text{LCS} \), this generalizes the example of densities at the beginning.

11) One may define also differential (pre-)co sheaves, such as \( V \rightarrow S_p(V; A) := \{ \text{regular p-chains with coefficients in } A \in \text{Ab} \} \)

If \( p = 0 \), then \( S_0(-; A) \equiv \mathbb{Z}[\mathbb{E}_2] \otimes A \text{ is a co sheaf}, \) if \( p > 0 \)

this is in general not true (one has to use the homotopy)
§ 3. SHEAVES AND CO-SHEAVES

First, note that: \( \mathcal{G} \) is a cosheaf with values in \( \mathcal{C} \)
\[ \mathcal{G}^\circ : \mathcal{C}(X)^\circ \to \mathcal{C}^\circ \text{ is a sheaf} \]
\[ \text{since } (\lim_{\mathcal{G} \to \mathcal{C}(X)^\circ} \mathcal{G}(V)) \cong \lim_{\mathcal{G} \to \mathcal{C}(X)^\circ} \mathcal{G}(V) \]

hence \( \text{Cosheaves of sets on } X \equiv \{ \text{sheaves on } X \text{ with values in } \mathcal{C}^\circ \text{ valued sheaves on } X \} \). We get:

Prop. \( X \mapsto \text{Cosheaves of sets on } X \equiv \{ \text{sheaves on } X \text{ with values in } \mathcal{C}^\circ \} \)

\( \cong \{ \text{semantic Boolean algebras} \} \equiv \text{Set}^{\circ \circ} \)

Lindemann-Stein duality

However, in general \( \mathcal{C} \) and \( \mathcal{C}^\circ \) are not both well-suited for sheaf theory (much on \( \mathcal{C} = \text{Ab} : \text{Ab}^{\circ \circ} \) compact Hausdorff abelian groups by Pontryagin duality) in such categories colimits are not exact so the "associated sheaf functor" does not exist and it may be convenient to work with cosheaves.

---

As for the example of sheaves, by taking duals of cosheaves, one gets sheaves. Precisely:

Prop. \( \mathcal{G} \) pre-cosheaf with values in \( \mathcal{C} \). Then:
\[ \mathcal{G} \text{ cosheaf } \iff \text{Hom}_{\mathcal{C}}(\mathcal{C}(\cdot), \mathcal{A}) \text{ is a sheaf of sets } \forall \mathcal{A} \in \mathcal{C} \]

(resp. separated) \( \text{Hom}_{\mathcal{C}}(\mathcal{G}, \mathcal{A}) \) (resp. separated)
proof: by applying $\text{Hom}_c(-, A)$ to $\text{End}_{c}(\mathcal{E}(U), \mathcal{E}(U)) \to \mathcal{E}(U)$

we get $\text{Hom}_c(\text{End}_{c}(\mathcal{E}(U), \mathcal{A}), \mathcal{E}(U)) \xrightarrow{\delta_a} \text{Hom}_c(\mathcal{E}(U), \mathcal{A})$

then:

\[ \delta_a \text{ is surjective } \forall \mathcal{A} \in \mathcal{C} \Rightarrow \delta_a \text{ is injective } \forall \mathcal{A} \in \mathcal{C} \]

thus $\delta_a$ is an isomorphism $\forall \mathcal{A} \in \mathcal{C}$ (i.e. $\text{Hom}_c(\mathcal{E}(U), \mathcal{A})$ is a separated presheaf)

Therefore $\delta_a$ is an isomorphism $\forall \mathcal{A} \in \mathcal{C}$ (i.e. $\text{Hom}_c(\mathcal{E}(U), \mathcal{A})$ is a sheaf).

Some classical sheaves arise as duals of cosheaves.

(Ex)

1) Given a set $S$, $\text{Hom}(\mathcal{E}_S, S)$ is the sheaf of maps $X \to S$ and $\text{Hom}(\delta_X, S)$ is the skyscraper sheaf with stalk $S$ at $x$.

2) Given an abelian group $\mathcal{A}$, $\text{Hom}(\mathcal{H}_\alpha, \mathcal{A}) \cong H^\alpha(-, \mathcal{A})$ is the $\alpha$-th singular cohomology sheaf with coefficients in $\mathcal{A}$. If $X$ is locally path-connected, $H^\alpha(-, \mathcal{A}) \cong \mathcal{A}_X$ is the constant sheaf with stalk $\mathcal{A}$.

3) $X = M$ is a smooth manifold of dim $n$, $\mathcal{A}$ is a commutative ring.

then $\text{Hom}(\mathcal{H}^\infty_\alpha(-, \mathcal{A}_X), \mathcal{A})$ is the orientation sheaf of $M$.

(RK) 1) If $X$ is locally path-connected, $\mathcal{H}_\alpha X$ should be thought of as a constant cosheaf of abelian groups. Recalling that $\mathcal{H}_\alpha X \cong \mathbb{Z}[\pi_\alpha X]$, $\mathcal{H}_\alpha X$ should be thought of as a constant cosheaf of sets, if $X$ is loc. path-connected.

2) If $F$ is a sheaf with values in a complete category $\mathcal{C}$, and $\mathcal{A} \in \mathcal{C}$ is "injective", i.e. $\text{Hom}_c(-, \mathcal{A})$ preserves finite limits, then the pre-cosheaf of sets $\text{Hom}_c(\mathcal{F}_c, \mathcal{A})$ defines a cosheaf on the site $\mathcal{X}_{cf}(\mathcal{O}_p(X)$ with only loc. finite coversages).


4. COSHEAVES AND C-SOFT SHEAVES

A more trivial relation between sheaves and cosheaves is obtained by taking compact supports (cf. §5.2 (10)).

Prop.: $X$, a compact space; $F$: presheaf on $X$ of abelian groups. Then the pre-cosheaf $F_c$ of abelian groups

$$
\exists \quad \forall V \subseteq X \quad \forall U \supseteq V \quad \exists \epsilon : \text{extension by zero},
$$

$F_c(U) = F_c(V)$.

The cosheaf $F_c$ when $F$ is c-soft (i.e., $\forall K \subseteq X$ c-soft $\forall U \supseteq V$ c-soft, an injective).

RK: 1) If $F$ is flabby (i.e., $\forall V \subseteq X \quad \forall_{\text{open}} \epsilon : \Gamma(X,F) \hookrightarrow F(V)$ is injective) $\implies F$ is c-soft.

2) For any presheaf $F$, $F_c$ is a flabby presheaf:

$$
\forall V \subseteq X \quad \forall \epsilon : F_c(V) \rightarrow F_c(X) \text{ is mono, hence, indeed,}
$$

$$
\Gamma_c(V,F) \rightarrow \Gamma_c(X,F) \text{ commutes } \implies \epsilon \text{ injective.}
$$

3) $F$: c-soft sheaf $\rightarrow F_c$: cosheaf $\rightarrow \text{Hom}_e(F_c,A)$: sheaf

generalizes the sequence:

$$
\forall_{\text{c-soft}} F_c \rightarrow \forall_{\text{c-soft}} V^c_\beta : \text{cosheaf} \rightarrow \mathcal{D}_e = (V^\beta_c)' : \text{sheaf}
$$
Proof of the Prop. recall that \( F_c(V) := \Phi(V, F) = \Gamma_c(X, F) \)
where \( F_V := \text{Ker}(F \to j_* j^! F) \) for \( j : X \setminus U \to X \)
and that \( \Gamma_c(X, \cdot) \) preserves small filtered limits.

Hence: 3) a) if \( V = U \cap V' \) is stable by finite \( U \)
\[ \lim_{\longrightarrow} F_c(V) = \lim_{\longrightarrow} \Gamma_c(X, F_V) \]
fibred ! \[ \Gamma_c(X, \lim_{\longrightarrow} F_V) = \Gamma_c(V) \]

3) b) is obtained by applying \( \Gamma_c(X, \cdot) \)
to the Mayer-Vietoris exact seq of ss-shv sheaves:
\[ 0 \to F_{U_0} \to F_{U_1} \to F_{U_0 \cup U_1} \to 0 \]

In fact, \( F \to F_c \) defines a functor \((\_): \text{shf}(A) \to \text{shf}(A) \)
\( \text{th.}(\text{see BR}): (\_)_c \) is a equivalence of categories.

proof: set us define a quasi-inverse. For this, we need \( \text{Def. (see BR):} \; \mathcal{E} : \text{coarse of abelian groups, } s \in \mathcal{E}(V). \text{ the support of } s \)
in the subset supp \( s \in U \) defined by:
\[ x \in \text{supp } s \Longleftrightarrow \exists x \in \text{Im}(\epsilon_{U}: \mathcal{E}(V) \to \mathcal{E}(U)) \] 
\[ \exists x \notin V \setminus U \] 

Let \( \mathcal{E} \) be a flabby sheaf. One proves that \( \text{supp } s \) compact enal \( s \in U \) \( \epsilon_{U}: \mathcal{E}(V) \to \mathcal{E}(U) \).

For \( Z \in \mathcal{E} \) locally closed \( (\text{i.e., } Z = \text{open } \cap \text{closed}) \) set:
\[ \Gamma^2(V, \mathcal{E}) := \text{ker}\left(\{ s \in \mathcal{E}(V) | \text{supp } s \in V \setminus Z \} \to \mathcal{E}(V)\right) \]

Note that, if \( Z \) closed in \( V \),
\[ \Gamma^2(V, \mathcal{E}) = \text{ker}\left(\mathcal{E}(V \setminus Z) \to \mathcal{E}(V)\right) \]
and \( \forall A \in Ab \; \text{Hom}_\text{Ab}(\Gamma^2(V, \mathcal{E}), A) = \Gamma^2(V, \text{Hom}(\mathcal{E}, A)) \)
(recall that \( \Gamma^2(V, F) := \text{Ker}(F(U) \to F(U \setminus Z)) = \{ s \in F(U) | \text{supp } s \subset Z \} \)
Let $\mathcal{C}$ be the sheaf associated to the pre-sheaf $V \mapsto \Gamma^V(X; \mathcal{C})$.

Then one checks that $(.)^*\circ \gamma$ is quasi-inverse of $C_c^{-1}$.

**Note:** If $C$ is a flabby sheaf of abelian groups and $A \in \text{Ab}$ is injective (i.e., $\text{Hom}(\cdot, A)$ exact), then $\text{Hom}(C, A)$ is a flabby sheaf of abelian groups, hence $C^{-1}$ is in $\text{Hom}(C, A)$. Hence $\text{Hom}(\mathcal{C}, A)$ is a flabby sheaf of abelian groups.

If $C = F_c$ for a c-soft sheaf, one defines a morphism of sheaves $C_{\text{fin}}^c, \text{Hom}(F_c, A) \rightarrow \text{Hom}(F, A)$ by mapping $D_{\text{fin}} = (V_{n_{\text{fin}}})^c \rightarrow (V_n)^c$.

§5. LAWVERE’S DISTRIBUTIONS

We saw from some examples that coheavers on $X$ in some sense look like measures on $X$. Recall Riesz’s theorem:

\[ \{ \text{regular Borel measures on } X \} \cong \{ \text{IR-linear maps } C_c^c(X) \rightarrow \text{IR} \} \]

\[ \text{EC-compact} \]

\[ \mu \mapsto (f \mapsto \int_X f \, d\mu) \]

\[ X \ni \mu \mapsto \mathcal{E}(\mu) := \sup \{ \mathcal{E}(f) \mid f \in C_c^c(X), \sup \{ f \leq V, \text{or } f \leq \} \} \]

There is our analogous result for coheavers.

$C$: cocomplete category; $\mathcal{S}_h(X) := \mathcal{S}_h(\text{Set}_X) := \{ \text{sheaves of sets} \}$

Recall that, for a category $D$, the Yoneda embedding is $Y : D \hookrightarrow \text{Fet}(D^\text{op}, \text{Set})$, $d \mapsto Y_d := \text{Hom}_D(\cdot, d)$ and, if $D$ is cocomplete, $Y_d$ preserves colimits (but $Y$ does not preserve colimits, in general!).
For $D = Op(X)$, the colimit of $\{V_i\}_{i \in I}$ in $UV_i$, hence $Op(X)$ is cocomplete and

\[ Y : Op(X) \hookrightarrow \text{Fct}(Op(X), \text{Set}) \]

factors through $Sh(X) \hookrightarrow PSh(X)$, i.e. we get

\[ Y : Op(X) \hookrightarrow Sh(X) \]

Prop: $Y$ is a co-sheaf (with values in $Sh(X)$).

Proof: by a Prop. in §3, it is enough to prove that for $F$ a sheaf of sets, $\text{Hom}(Y, F)$ is a sheaf, i.e. that for $U \supseteq V$ stable by finite $A$:

\[ \text{Hom}(Y, F)(U) = \text{Hom}_{Sh(X)}(Y, F) = \text{Hom}_{PSh(X)}(Y, F) \]

\[ \cong F(U) \cong \lim_{\text{cns.}} F(V_i) \cong \lim_{\text{cns.}} \text{Hom}_{PSh(X)}(Y, F) \]

\[ = \text{Hom}_{PSh(X)}(\lim_{\text{cns.}} Y_i, F) \cong \text{Hom}_{Sh(X)}(\lim_{\text{cns.}} Y_i, F) \]

\[ \cong \text{colimit in } PSh(X) \text{ of } \text{colimit in } Sh(X) \]

RK: we used that $\text{Hom}(Y, F) \cong F$ for any sheaf $F$.

By applying $\text{Fct}(\cdot, C)$ to $Y$, we get a functor

\[ PCosh(C) \leftarrow \text{Fct}(Sh(X), C) \]

which embeds a left adjoint $Y^+ = \text{left Kan extension of } Y_*$.

Def: a $C$-valued lawvere’s distribution on $X$ is a cocontinuous

functor $Sh(X) \rightarrow C$ (i.e. preserving colimits). We set:

$\text{Law}(C_x) =$ full subcategory of $\text{Fct}(Sh(X), C)$.

Prop: the pair of adjoint functors $(Y^+, Y_*)$ restricts to

an equivalence of categories $Cosh(C_x) \cong \text{Law}(C_x)$.

One has to think $Y^+$ as "integration along cohesives" and

$Y_*$ as "restriction to $Op(X)$ via $Y^+$".
$Y^+(\delta_{x_0})$ is the "stalk at $x_0" function: $F \mapsto F_{x_0}$

$Y^+(\mathcal{F}_x): F \mapsto \mathcal{F}_x$ etale space of $F$

$\text{Rk: 1) For } C = \text{Ab}, \text{ we get } \text{Coh}^\text{hod}(\text{Ab}_x) \cong \text{Law}^\text{ex}(\text{Ab}_x). \text{ This restricts to an equivalence } \text{Coh}_{\text{et}}^\text{hod}(\text{Ab}_x) \cong \text{Law}^\text{ex}(\text{Ab}_x) \{\text{exact lawvere's distribution}\}$

Then $(\cdot)_c: \text{Sh}_{\text{et}}^\text{hod}(\text{Ab}_x) \cong \text{Law}^\text{ex}(\text{Ab}_x) : \text{"dual of } \text{Sh}(x)\text{"}$

is the starting point of Linic's version of Paincour-Venere's duality: $(\cdot)_c: \text{Sh}(x) \cong (\text{Sh}(x))^*$ (see [24]).

2) Recall that the forgetful functor $\text{for}: \text{Mod}(R) \to \text{Set}$ preserves limits and filtration colimits and has a left adjoint $R(-): \text{Set} \to \text{Mod}(R)$ which preserves colimits.

Then $(R(-), \text{for})$ define adjoint functors $(R(-)^+, \text{for})$

In particular, for $U \subseteq X$ open, $R(Y_0)^+$ is the sheaf of $R$-mod associated to $U \mapsto R(\text{Hom}_{\text{qu}(X)}(V,U)) = \begin{cases} R(V) & \text{if } U \subseteq V \\ R(\emptyset) & \text{otherwise} \end{cases}$

i.e. $R(Y_0)^+ \cong R_0 := \ker (R_x \to j_+^{-1}R_x)$ for $j:X \hookrightarrow X$.

We get a cochain $\text{RY}: \text{Qu}(X) \to \text{Sh}(X) \to \text{Mod}(R_x) \text{ U} \mapsto R_0,$

which is faithful

$(\text{Hom}_{\text{Mod}}(R_0, R_U) \cong \Gamma(V, RU))$
Let $A$ be an $R$-abelian category. By applying $\text{Fct}(\cdot, A)$ to $R^X$ we get a functor $\text{Cosh}(A^X) \leftarrow \text{Fct}(\text{Mod}(R^X), A)$ which admits a left adjoint $R^X$. These restrict to our case.

$$\text{Cosh}(A^X) \cong \text{Fct}^{\text{cocont}}(\text{Mod}(R^X), A)$$

A similar construction for $X_{\text{an}} = \text{subanalytic site}$ of an analytic manifold allows to define the Whitney function $\omega^X$ from the sub-analytic envelope $E^X_{\text{an}}$ of Whitney functions (see [KS2]).

§ 6. COSHEAVES AND COMPLETENESS SPACES

From now on $C = \text{Set}$ and $\text{Cosh}(X) : = \text{Cosh}(\text{Set}_X)$.

Recall that there is one equivalence of categories

$$\text{Sh}(X) \equiv \{\text{local homom. } Y \leftarrow X\}$$

$$F \mapsto (E_p := \text{étale space of } F \to X)$$

$$\{\text{sections of } p\} \leftarrow \downarrow Y \leftarrow X$$

There is a similar result for cosheaves (of sets);

$$\text{h}_! : \text{Cosh}(X) \equiv \{\text{Fox's complete spaces } Y \leftarrow X\}$$

$$\varepsilon \mapsto (\text{DX} := \text{display space of } G \to X)$$

$$p^\varepsilon_y \leftarrow \downarrow Y \leftarrow X$$

(for a proof, see for example [MV]). Let's explain the objects involved.

Def. $f : Y \to X$ map $(X, Y, \text{top. spaces})$

1) $f$ is an open if the topology of $X$ is generated by the connected components of $f^{-1}(U)$ for $U \subseteq X$

(in particular, $f$ is continuous and $Y$ is connected).
\[ \text{RK: 1) } f \text{ spread } + \ Y \ To \ (\forall x, \exists \ U \ x \in U \implies \text{compact}) \text{, or } f \text{ complete } \\
\implies \text{ the fibers of } f \text{ are relatively Housdorff and totally disconnected } (\forall x, \text{ fibers are discrete}) \text{. Compare to local homeomorphism, which have discrete fibers.} \\
\text{ii) Condition ii) means that the fibers of } f \text{ at } x \text{ behave nicely near } x \text{. Continuity to curves (with } X \text{ connected } + \text{ locally connected) whose fibers have the same cardinality, the cardinality of the fibers of a complete spread may vary.} \\
\]

\[ \text{Ex a) } f \text{ spread not complete } b) Z \cap X \text{ inclusion} \\
\implies p'(0) = \emptyset \implies (p \ # y) = \{0, 1, \ldots, n\} \] 

\[ \text{ii) } Z \text{ open } \implies \text{ j connect } \\
\times \text{ complete spread } \implies \text{ connected } \\
p'(0) \equiv (p \ # y) = \{0\} \] 

\[ \text{Ex b) } Z \text{ closed } \implies \text{ connect spread } \\
\times \text{ complete spread } \implies \text{ connect spread } \\
X \text{ and } j \text{ complete spread} \\
\]

\[ \text{3) } f \text{ spread } + \text{ proper (i.e. closed map + relatively Housdorff compact fibers) } \implies f \text{ complete spread. Compare to:} \\
f \text{ homeom + proper } \implies f \text{ covering.} \\
\]

\[ \text{4) if } E \text{ is a sheaf, its display space } D(E) := \bigcup_{x \in X} E_x, \\
equipped with a natural topology and the projection } D(E) \to X \\
is a complete spread. \\
\]

\[ \text{Ex } D \# Y \equiv Y + \text{ topology generated by the connected components of the open subsets of } Y \\
\text{ If } Y \text{ is top. connected } \implies \# \text{ sheaf and } D(Y) \equiv Y. \]
§ 7. Topological Branched Coverings

Complete spaces were introduced by Fox in the 50's to give a purely topological notion of branched/ramified coverings of algebraic/complex geometry (see [Fox]).

Def: A **ramified/branched covering** is \( f: Y \to X \) s.t.

i) \( f \) is a complete space, i.e.

ii) \( \forall x \in X_0 \subseteq X \) \( f^{-1}(x) \) is **open**

iii) \( \exists \overline{f^{-1}(x)} = Y \) (\( X_0 \) : ordinary points, \( X \setminus X_0 \) : regular points)

(iv) \( X_0 = X \)

(v) \( \overline{f^{-1}(X_0)} = X \)

(vi) **Connectedness** property of \( X_0, f^{-1}(X_0) \)

If moreover \( X = \bigsqcup_{i \in I} X_i \) is a stratification (i.e. \( X_i \cap \overline{X_j} \neq \emptyset \) \( \iff \) \( X_i \cap \overline{X_j} \in X^{-1}) \) s.t. \( Y = \bigsqcup_{i \in I} f^{-1}(X_i) \) is a stratification and \( \forall i \in I \) \( f^{-1}(X_i) \) is a covering, we call \( f \) a **stratified branched covering** (see [W]).

![Diagram](image)

Def: An **entering path** is \( y: [0,1] \to X \) s.t. if \( t_0 \leq t_1 \in [0,1] \) and \( y(t_0) \in X^{(i)} \), \( y(t_1) \in X^{(j)} \) then \( X^{(i)} \subseteq X^{(j)} \).

Roughly, an entering path may stay in the same stratum or move into a "smaller" one.

This: \( f: Y \to X \) is a stratified branched covering \( \iff \) \( f \) has the unique lifting property for "families of entering paths".
RK: Under the equivalence between coheaves and complete spreads, the stratified branched covers correspond to constructible coheaves, i.e., coheaves $\mathcal{C}$ s.t. $\forall \mathcal{C} \in \mathcal{C} \mathcal{C} x \mathcal{C} \subseteq S^x_x$ for a set $S_x$, where $S^x_x(u) = \frac{S^x_x}{S^x_x(u)}$.

If the stratification is fixed, these may be classified by their "monodromy" (see [W]).

REFERENCES

[Fox]: R. H. Fox, Covering spaces, with maps, Comment. (1957).
[KS2]: ______________, Moderate and formal cohomology associated to constructible sheaves (1996).
[Sch]: J.-P. Schneiders, Quasi-coherent categories and sheaves (1999).
Cheapest Routes with
Integer Linear Programming

MICHELE BARBATO (∗)

Abstract. Combinatorial optimization deals with the optimization of a function over a finite, but huge, set of elements. It has a great impact on real life, as several problems arising in logistics, scheduling, facility location, to cite a few, can be stated as combinatorial optimization problems. Often, problems of this kind can be expressed as integer linear programs (ILP), i.e., problems in which the function to be optimized is linear and so are the constraints that define the discrete feasibility set. We provide an introduction to ILP through examples by motivating related theoretical questions (e.g., the polyhedral study). We will consider as initial case of study the Traveling Salesman Problem (TSP). The TSP consists in finding the cheapest route that visits a prescribed set of cities exactly once, before returning to the starting point. As such, the TSP is a prototype of several other problems arising in logistics. Subsequently, we will describe the double TSP with multiple stacks, that combines the construction of cheapest routes with loading constraints. We will reveal links between this problem and the TSP, as well as the limitations that a purely routing-based approach has for this problem.

1 Traveling Salesmen in Combinatorial Optimization

A combinatorial optimization problem consists in minimizing a function $f : S \rightarrow \mathbb{R}$ where $S$ is a set of finite cardinality. In this writing we focus on the special case in which $S \subseteq \{0, 1\}^d$ for some $d \in \mathbb{Z}_+$ and $f$ is a linear function. This setting is powerful enough to tackle a wide variety of problems arising from real-world applications.

We illustrate the approach above on the celebrated Traveling Salesman Problem. In order to present this problem, we need some definitions. Let $G = (V, A)$ be the complete digraph on $n$ vertices, with $V = \{1, \ldots, n\}$ and $A = \{(i, j) : i \neq j \in V\}$. The set $A$ is the arc set of $G$. Interpreting $G$ as a network, $A$ models the direct connections between pairs of nodes in the network. We call any $c \in \mathbb{R}_{+}^{|A|}$ a cost vector of $G$. It can be thought as the vector containing the distances between pairs of nodes in the network. A Hamiltonian circuit of $G$ is a connected subgraph of $G$ containing all vertices of $G$ and such that every
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vertex has exactly one entering and one leaving arc. It can be interpreted as a single route that visits each node in the network exactly once before to come back to the starting node. The Traveling Salesman Problem (TSP) is to find the least cost Hamiltonian circuit of $G$ with respect to the cost vector $c$. If we define $c(H) := \sum_{a \text{ arc of } H} c_a$ for every subgraph $H$ of $G$, the TSP can be expressed as:

$$\min c(H) \text{ s.t. } H \text{ is a Hamiltonian circuit of } G$$

The Hamiltonian circuits of $G = (V, A)$ are in one-to-one correspondence with the solutions to the following system of constraints [6]:

1. $\sum_{j \in V \setminus \{i\}} x_{ij} = 1 \quad \forall i \in V$
2. $\sum_{j \in V \setminus \{i\}} x_{ji} = 1 \quad \forall i \in V$
3. $\sum_{i \in S, j \in S^c} x_{ij} \geq 1 \quad \forall \emptyset \neq S \subseteq V \setminus \{1\}$
4. $x_{ij} \in \{0, 1\}$

Given a solution $x^*$ to (1)–(4), we reconstruct the corresponding Hamiltonian circuit $H$ of $G$ as follows: $(i, j)$ is an arc of $H$ if and only if $x^*_{ij} = 1$.

Hence the TSP is the problem $\min \{cx : x \text{ satisfies (1)--(4)}\}$. Note that this is exactly the setting given at the beginning of this writing for combinatorial optimization problems. We call systems of constraints combining linear inequalities with integrality requirements for the variables, integer linear programming formulations. For instance, we say that (1)–(4) is an integer linear programming formulation for the TSP.

An Interlude on Polyhedra

A geometrical interpretation of (1)–(4) is that its solutions are binary points contained in a geometrical region of $\mathbb{R}^d$ delimited by linear hyperplanes (the linear constraints (1)–(3)). We can exploit this geometrical perspective to design effective algorithms to solve the TSP.\(^{(1)}\) To illustrate this idea, we introduce some new definitions.

**Definition 1.1** A polyhedron of $\mathbb{R}^m$ is $P = \{x \in \mathbb{R}^m : Ax \leq b\}$, where $A \in \mathbb{Q}^{\ell \times m}$ and $b \in \mathbb{Q}^\ell$ for some positive integers $\ell$ and $m$. A bounded polyhedron is called polytope. The dimension of a polyhedron $P$, denoted $\dim(P)$, is the dimension of the smallest affine space containing $P$. A vertex $v$ of a polyhedron $P$ is a point of $P$ that cannot be expressed as a strict convex combination of two points of $P$ other than $v$.

**Definition 1.2** A valid inequality for a polyhedron $P$ is a linear inequality $ax \leq \delta$ verified by all points of $P$. A face of a polyhedron $P$ is any set of the form $P \cap \{x : ax = \delta\}$ with

\(^{(1)}\)Please, note that the TSP is theoretical hard to solve. Nevertheless, nowadays the framework presented in this writing lets us solve non-trivial instances of the TSP with up to 85900 vertices in reasonable time. This can be accomplished with the state-of-the-art solver CONCORDE [1] for example.
\(ax \leq \delta\) a valid inequality of \(P\). A face \(F\) of a polyhedron \(P\) is proper if \(F \subset P\). A facet of a polyhedron \(P\) is a proper face maximal with respect to the inclusion.

**Definition 1.3** The integer hull \(P_I\) of a polyhedron \(P\) is the convex hull of its integer points, that is \(P_I = \text{conv}(P \cap \mathbb{Z}^m)\).

The following result is well-known, see e.g., [4].

**Proposition 1.4** Let \(P \subseteq \mathbb{R}^m\) be a polytope. Then

- \(P_I\) is a polytope;
- \(\min\{cx : x \in P\}\) has one of its optimal solutions on a vertex of \(P\), for every \(c \in \mathbb{R}^m\).

We define \(\mathcal{L}_n\) to be the linear relaxation of (1)–(4) i.e., the polytope obtained from that system by replacing (4) by \(0 \leq x_{ij} \leq 1\). Let us call \(TSP_n\) the integer hull of \(\mathcal{L}_n\). Note that the set of vertices of \(TSP_n\) coincides with the set of points verifying (1)–(4). Then Proposition 1.4 implies that the TSP is equivalent to \(\min\{cx : x \in TSP_n\}\). The optimization over \(\mathcal{L}_n\) of a linear function is theoretically simple, meaning that it can be performed in time polynomial in the TSP instance size [10]. For the optimization of a linear function over \(TSP_n\) we do not have found, until now, similar positive results.

However, one of the greatest advances in combinatorial optimization has been the design of algorithms able to solve large TSP instances in reasonable time. One of the most effective of these methods is the branch-and-cut method, that we present in next section.

**Branch-and-Cut Algorithm**

The branch-and-cut algorithm is based on the following simple ideas. The starting observation is that \(\min\{cx : x \in \mathcal{L}_n\} \leq \min\{cx : x \in TSP_n\}\) because \(\mathcal{L}_n \supseteq TSP_n\). In addition, if \(ax \leq \delta\) is a valid inequality for \(TSP_n\) and \(\mathcal{F}\) is a polytope containing \(TSP_n\), we have

\[
\min\{cx : x \in \mathcal{F}\} \leq \min\{cx : x \in \mathcal{F} \cap \{x : ax \leq \delta\}\} \leq \min\{cx : x \in TSP_n\}
\]

Such a \(ax \leq \delta\) is also called strengthening inequality, since it can be used to tighten the polytope \(\mathcal{F}\) so that it is closer to \(TSP_n\).

The last observation is that the whole set of vertices of \(TSP_n\) can be listed in at most \(2^n\) steps, because each vertex is a \(n\)-dimensional binary vector.

The following description of the branch-and-cut method is taken from [4]. The algorithm constructs a list \(L\) of optimization problems of the linear function \(cx\) over different polytopes. These optimization problems will be called linear programs. We indicate the \(i\)-th linear program to be solved by \(LP_i\) and its optimal value by \(z^i\). We will use \(LP_i\) also to indicate the polytope over which we optimize the \(i\)-th linear program. The algorithm also keeps track of the minimum upper bound \(\bar{z}\) for the TSP instance: an upper bound for the TSP is the value of \(c\bar{x}\) with \(\bar{x}\) solution to (1)–(4). We indicate with \(x^*\) the solution corresponding to \(\bar{z}\).
The first linear program in \( L \) is \( \text{LP}_0 = \min \{ cx : x \in L_n \} \). Initially \( \bar{z} = +\infty \) and \( x^* \) is undefined. The algorithm is now as follows:

(a) (TERMINATION STEP). If \( L = \emptyset \), the solution \( x^* \) is optimal. STOP.

(b) (NODE SELECTION). Choose a \( \text{LP}_i \in L \) and remove it from \( L \).

(c) (BOUNDING STEP). Solve \( \text{LP}_i \). If infeasible, go to TERMINATION STEP. Else let \( x^i \) be an optimal solution of \( \text{LP}_i \) of value \( z^i \).

(d) (PRUNING STEP).
- If \( z^i \geq \bar{z} \) go to TERMINATION STEP.
- If \( x^i \) is feasible for the TSP, set \( \bar{z} = z^i \) and \( x^* = x^i \). Go to TERMINATION STEP.
- If none of the previous applies in this step, proceed with the following.

(e) Decide whether to add some strengthening inequalities \( a^i x \leq \delta^i \) for \( i = 1, \ldots, s \). If so go back to the BOUNDING STEP, with \( \text{LP}_i \leftarrow \text{LP}_i \cap \{ a^i x \leq \delta : i \leq s \} \). Otherwise, go to the BRANCHING STEP below.

(f) (BRANCHING STEP). Select \( j \in \{1, \ldots, n\} \) such that \( x^i_j \notin \{0, 1\} \) and from \( \text{LP}_i \) construct the linear programs \( \text{LP}_{i1} \cap \{ x_j = 1 \} \) and \( \text{LP}_{i2} \cap \{ x_j = 0 \} \). Add \( \text{LP}_{i1} \) and \( \text{LP}_{i2} \) to \( L \) and go to TERMINATION STEP.

The above framework can be easily adapted to combinatorial optimization problems other than the TSP.

Motivations for the Polyhedral Study

In the branch-and-cut algorithm it is very important to use appropriately the strengthening inequalities in the 5th step. Indeed, one of the assumptions under which it is effective is that the \( \text{LP}_i \)'s can be solved quickly in practice. Adding too many inequalities in step (e) could slow down the entire algorithm.

In general, it is convenient to add strengthening inequalities that can produce a considerable improvement in the objective function of the linear programs to be solved. From this observation it follows that it is quite important to have informations on the strength of a valid inequality.

Well-known results from polyhedral theory [4] guarantee that those inequalities defining facets of \( TSP_n \) are the strongest in this sense, at least in theory. Hence, much of the literature on the TSP focuses on the identification of the inequalities defining facets of \( TSP_n \). For instance, constraints (3) define facets for \( TSP_n \), see [9]. Besides the maximality property of a facet, one can identify inequalities defining facets for a polytope using a dimensional argument. Indeed, it is well-known that if \( F \) is a facet of a polytope \( P \), then \( \dim(F) = \dim(P) - 1 \). For instance, constraints (3) define facets for \( TSP_n \), see [9].
An Alternative Formulation for the TSP

The literature on the TSP (and other combinatorial optimization problems) has also focused on the ways it can be formulated as an integer linear program. Indeed, a combinatorial optimization problem admits several integer linear programming formulations, that can be more or less informative. The correctness of the branch-and-cut algorithm holds for any of the formulations, but the performance can vary drastically. This is the case also for the TSP, see e.g., [10, 16] for exhaustive lists of formulations and a comparative analysis of their behavior in exact algorithms.

The best formulation for the TSP from a computational standpoint is in fact given by (1)–(4). However, in other situations (as, for example, the one presented in next section) it can be reasonable to resort to other formulations. Here we present an alternative formulation for the TSP over the digraph $G$. It can be seen that the Hamiltonian circuits of $G$ are in one-to-one correspondence with the solutions to the following system of inequalities [17].

\begin{align}
&\sum_{j \in V \setminus \{i\}} x_{ij} = 1 \quad \forall i \in V \\
&\sum_{j \in V \setminus \{i\}} x_{ji} = 1 \quad \forall i \in V \\
&y_{ij} + y_{ji} = 1 \quad \forall i \neq j \in V \setminus \{1\} \\
y_{ij} + y_{jk} + y_{ki} \leq 2 \quad \forall \text{ distinct } i, j, k \in V \setminus \{1\} \\
x_{ij} \leq y_{ij} \quad \forall i \neq j \in V \setminus \{1\} \\
x_{ij} \in \{0, 1\} \quad \forall i, j \in V \\
y_{ij} \in \{0, 1\} \quad \forall i, j \in V \setminus \{1\}
\end{align}

Let $(x^*, y^*)$ be a solution to (5)–(11). Then the corresponding Hamiltonian circuit $H$ of $G$ contains the arc $(i, j)$ if and only if $x^*_{ij} = 1$. This is exactly the same correspondence used in formulation (1)–(4). So why do we introduce new variables $y_{ij}$? The answer is that $y_{ij} = 1$ is equivalent to say that in $H$ vertex $i$ is in the path from vertex 1 to vertex $j$. If we think that 1 is the starting vertex of all Hamiltonian circuits of $G$, then $y^*_{ij} = 1$ means that $i$ precedes $j$ in the Hamiltonian circuit corresponding to $(x^*, y^*)$. Hence, $y^*$ describes a linear ordering on $\{1, \ldots, n\}$ induced by $H$. From now on, we will call variables $x_{ij}$ arc variables and variables $y_{ij}$ precedence variables.

The presence of the precedence variables lets us replace the large set of inequalities (3) in formulation (1)–(4) with the small set of inequalities (7)–(8). Indeed, observe that (3) contains a number of inequalities exponential in $n$ (one inequality for each nonempty subset of $V \setminus \{1\}$), whereas (7)–(8) has “only” $O(n^3)$ members. On the other hand, as it is, formulation (5)–(11) performs quite poorly in a branch-cut-algorithm.

A polyhedral study of formulation (5)–(11) (i.e., finding valid inequalities, studying the facets of the integer hull of its linear relaxation) seems to be necessary to improve the computational results obtainable using this formulation in combination with such a method.

Let $PL_n$ denote the linear relaxation of formulation (5)–(11). Let us call $PTSP_n$ the integer hull of $PL_n$. Several families of inequalities valid for $PTSP_n$ are known, see
e.g., [8]. However, as far as we know, no condition is known for them to be facet-defining. To start a thorough study of the facets of \( PTSP_n \) it could be useful, as pointed out in previous section, to have a closed formula for \( \dim(PTSP_n) \). In fact, one can prove the following result.

**Proposition 1.5** ([2]) The dimension of \( PTSP_n \) is 
\[
\frac{3n^2-9n+4}{2}
\] for \( n \geq 5 \).

The simple argument used in the proof of previous proposition is to exhibit a set of 
\[
\frac{3n^2-9n+4}{2} + 1
\] affinely independent points satisfying (5)–(11). We omit this proof since quite long.

**The Double TSP with Multiple Stacks**

In this section, we study a generalization of the TSP introduced in [15], namely the *double TSP with multiple stacks*. In this problem, \( n \) items have to be picked up in one city, stored in a vehicle having \( s \) identical stacks of finite capacity, and delivered to \( n \) customers in another city. We will assume that the pickup and the delivery cities are very far from each other, thus the pickup phase has to be entirely completed before the delivery phase starts. The pickup (resp. delivery) phase consists in performing a Hamiltonian circuit, *i.e.*, starting from a depot, the \( n \) pickup (resp. delivery) locations have to be visited in sequence exactly once before coming back to the depot. Each time a new item is picked up, it is stored on the top of an available stack of the vehicle according to its capacity and no rearrangement of the stacks is allowed. During the delivery circuit the stacks are unloaded following a last-in-first-out policy, that is, only items currently on the top of their stack can be delivered. Each item must be delivered to a corresponding customer, that is items and customers are paired. The goal is to find the pickup and delivery circuits which minimize the total traveled distance, consistent with the last-in-first-out rule.

The double TSP with multiple stacks is at least as hard as the TSP since, when the vehicle has only one stack, it corresponds to the TSP: indeed, in this case, due to the last-in-first-out policy, the delivery circuit is nothing but the pickup circuit performed in the reverse order. However, this problem seems to be more difficult than the TSP to solve in practice.

Since its first appearance, the double TSP with multiple stacks has received increasing attention. Both exact algorithms and heuristics have been designed for this problem over the past few years. Regarding the exact algorithms, in [11] and [12], the authors design a procedure to iteratively generate the \( k \)-best TSP pickup and delivery solutions and to find the best combination satisfying the last-in-first-out consistency. Several exponential and polynomial size mixed integer linear programming formulations have been proposed and tested in branch-and-cut frameworks [13, 14]. In [5], the authors adapt a branch-and-cut algorithm for the pickup and delivery TSP with multiple stacks to the double TSP with multiple stacks.

From a computational point of view, these algorithms clearly show that the double TSP with multiple stacks is extremely hard to solve with exact methods. In particular, the difficulty of the problem increases with the capacity of the stacks [14].
In the remainder of this report we will assume that the capacity of the stacks is infinite.

**Formal Description and Integer Linear Programming Formulation**

Since the double TSP with multiple stacks is a routing problem, it is quite natural to model it by using digraphs. In addition, since in the problem the number of items equals the number of customers we will use the same digraph to model both the pickup and delivery cities.

More precisely, we denote by $G_n$ the complete digraph having $V = \{0, \ldots, n\}$ as vertex set and $A = \{(i, j) : i \neq j \in V\}$ as arc set. Vertex 0 represents the depot of a city. For every $i = 1, \ldots, n$, vertex $i$ is the location where there is item $i$, if $G_n$ models the pickup city; instead if $G_n$ represents the delivery city, vertex $i$ is the location of customer $i$. In the following we assume that item $i$ must be delivered to customer $i$.

To continue, we need to recall that each Hamiltonian circuit of $G_n$ induces a linear ordering on the vertices $1, \ldots, n$. We have already seen this in the arc-precedence variable formulation for the TSP in previous section. Here, the starting vertex is 0.

In the following definition the reader should think that $s$ is the number of stacks defining an instance of the double TSP with multiple stacks. The definition formalizes the dispositions of the items in the $s$ stacks that, consistently with the last-in-first-out rule, let to perform a pickup and a delivery route.

**Definition 1.6** Given a positive integer $s$, an $s$-loading plan for two Hamiltonian circuits is a partition of $\{1, \ldots, n\}$ into $s$ sets such that each set can be ordered as a subsequence of both linear orderings induced by one circuit and the reverse of the other one.

**Definition 1.7** A couple of Hamiltonian circuits is $s$-consistent if it admits an $s$-loading plan.

In other words, the $s$-consistent couples of Hamiltonian circuits are the feasible solutions to the double TSP with $s$ stacks.

We now describe the double TSP with multiple stacks in terms of graphs. An instance of this problem with $n$ items is defined on the digraph $G_n$ by two cost vectors $c^P$ and $c^D$ on its arcs, and a number $s$ of stacks. The digraph $G_n$ models both cities; vertex 0 is the depot and the other ones are the locations where the items have to be picked up or delivered. The item collected at vertex $i$ must be delivered to the customer in vertex $i$, for every $i = 1, \ldots, n$. The vectors $c^P$ and $c^D$ represent the distances between the locations of the pickup and delivery cities, respectively. The pickup and the delivery circuits are two Hamiltonian circuits of $G_n$. In the double TSP with multiple stacks, one seeks a solution of minimum cost, that is, a pair of $s$-consistent Hamiltonian circuits $C_1$ and $C_2$ whose total cost $c^P(C_1) + c^D(C_2)$ is minimum.

One could wonder why we do not take into account the construction of an $s$-loading plan consistent with an optimal solution in the above description. After all, a company facing a problem similar to the double TSP with multiple stacks in real-life would like
to know the disposition of the items inside its trucks! Fortunately enough there is a complete characterization of \(s\)-consistent couples of Hamiltonian circuits, that also yields a polynomial time algorithm to reconstruct a corresponding \(s\)-loading plan.

**Proposition 1.8** \((3, 19)\) Two Hamiltonian circuits of \(G_n\) are \(s\)-consistent if and only if no \(s + 1\) vertices of \(V \setminus \{0\}\) appear in the same order in both circuits.

In [3] the authors give an algorithm that verifies the condition of Proposition 1.8 in \(O(n \log n)\) time and whose output is exactly an \(s\)-loading plan for the two input circuits, if this exists.

Now let us consider \((x^P, y^P, x^D, y^D)\), a vector such that \((x^T, y^T)\) verifies (5)–(11) for \(T = P, D\). Essentially, \((x^P, y^P, x^D, y^D)\) represents a pair of Hamiltonian circuits of \(G_n\). We will assume that variables indexed with \(P\) describe Hamiltonian circuits in the pickup graph, and variables indexed with \(D\) describe Hamiltonian circuits in the delivery graph. Now, remember that \(y^T_{ij} = 1\) means that \(i\) precedes \(j\) in the Hamiltonian circuit corresponding to \((x^T, y^T)\) for \(T = P, D\). Hence, using Proposition 1.8, we have that \((x^P, y^P, x^D, y^D)\) represents a \(s\)-consistent pair of Hamiltonian circuits if and only if it satisfies

\[
\sum_{i=1}^s (y^P_{j_{i+1}j_i} + y^D_{j_{i+1}j_i}) \geq 1 \quad \text{for all distinct } j_1, \ldots, j_{s+1} \in \{1, \ldots, n\}.
\]

An integer linear programming formulation for the double TSP with multiple stacks now follows from the observation that its solutions are in one-to-one correspondence with the binary vectors \((x^P, y^P, x^D, y^D)\) satisfying (12) and such that \((x^T, y^T)\) satisfies (5)–(11).

We call \(DTSPMS\) polytope the convex hull of the solutions of this formulation for the double TSP with multiple stacks, denoted \(DTSPMS_{n,s}\). In next section we provide some results on the structure of the DTSPMS polytope.

**Polyhedral and Computational Results**

In this section we list some properties of the DTSPMS polytope. More precisely, we link the \(DTSPMS_{n,s}\) with \(PTSP_{n+1}\). For the sake of brevity we omit the proofs. These results and their proofs can be found in [2].

The first result is that the dimension of \(DTSPMS_{n,s}\) is twice the dimension of \(PTSP_{n+1}\).

**Proposition 1.9** For \(n \geq 5\) and \(s \geq 2\), we have \(\dim(DTSPMS_{n,s}) = 2 \dim(PTSP_{n+1})\).

More importantly, every facet-defining inequality of \(PTSP_{n+1}\) induces two facet-defining inequalities of \(DTSPMS_{n,s}\).

**Proposition 1.10** For \(n \geq 5\) and \(s \geq 2\), if \(ax + by \geq c\) defines a facet of \(PTSP_{n+1}\), then \(ax^T + by^T \geq c\) defines a facet of \(DTSPMS_{n,s}\), for \(T = P, D\).

As a consequence of a recent result on extended formulations [7], Proposition 1.10 yields a super-polynomial number of facets of the DTSPMS polytope yet they are not sufficient.
to characterize the convex hull. We show this with an example. For every Hamiltonian circuit \( H \) let us indicate its reverse with \( H^\rightarrow \). Given \( H \) a Hamiltonian circuit, we indicate by \( (x^H, y^H) \) the vertex of \( PTSP_n \) corresponding to \( H \).

Consider the following example of the double TSP with two stacks. Suppose that there are 5 items. Let \( c^P \) and \( c^D \) be such that \( P^* = 0,1,2,3,4,5,0 \) and \( D^* = 0,1,2,5,4,3,0 \) are Hamiltonian circuits which minimize \( c^P \) and \( c^D \), respectively. Suppose also that costs are symmetric, that is, \( c_{ij}^P = c_{ji}^P \) and \( c_{ij}^D = c_{ji}^D \) for all \( i \neq j \in V \).

The couples \( (P^*, D^*) \) and \( (P^{**}, D^{**}) \) are not 2-consistent as it can be seen by applying the result of Proposition 1.8. The point \( S^* = (x^{P^*}, y^{P^*}, \frac{1}{2} x^{D^*} + \frac{1}{2} x^{D^{**}}, \frac{1}{2} y^{D^*} + \frac{1}{2} y^{D^{**}}) \) does not belong to \( DTSPMS_{5,2} \). However, \( S^* \) belongs to the intersection of \( PATSP_6 \times PATSP_6 \) with the linear relaxation of our formulation for the double TSP with two stacks and is actually one of its vertices; the point \( S^* \) is also an optimal solution to the minimization problem of \( c^P x^P + c^D x^D \) over this polytope. Moreover, no facet given by Proposition 1.10 can cut off \( S^* \) since both \( (x^{P^*}, y^{P^*}) \) and \( (\frac{1}{2} x^{D^*} + \frac{1}{2} x^{D^{**}}, \frac{1}{2} y^{D^*} + \frac{1}{2} y^{D^{**}}) \) belong to \( PTSP_6 \).

More generally, for symmetric costs, the value of the linear relaxation of our formulation cannot be better than the value obtained by independently optimizing the pickup and delivery circuits, that is, by independently solving two symmetric Traveling Salesman problems. The following family of valid inequalities strengthens the linear relaxation of our formulation by cutting off such extreme points.

**Proposition 1.11** Let \( C \) be a circuit of \( G_n \setminus \{0\} \) with \( |C| \geq s + 1 \). Then the inequality

\[
y^P(C) + y^D(C) \geq \left\lceil \frac{|C|}{s} \right\rceil
\]

is valid for \( DTSPMS_{n,s} \).

*Proof.* For each arc \( a \) of \( C \), consider the inequality (12) associated with the \( s \) consecutive arcs of \( C \), starting from \( a \). Summing these \( |C| \) inequalities and dividing by \( s \) yields

\[
y^P(C) + y^D(C) \geq \frac{|C|}{s}.
\]

The vertices of \( DTSPMS_{n,s} \) being integer, we round up the right hand side of (14) to get (13). \( \square \)

Inequality (13) is a circuit inequality of order \( |C| \). When \( s = 2 \) and \( |C| \) is odd, we call it an odd circuit inequality.

The point \( S^* \) of the example above is cut off by the odd circuit inequality associated with the circuit \( H = 0,5,4,3,2,1,5,0 \).

The validity of inequalities (13) can also be proven using the results of Sassano on the set covering polytope [18]. The set covering polytope associated with a 0/1 matrix \( A \) is the convex hull of the 0/1 solutions to \( Ax \geq 1 \). Let \( S \) be the set of points \( (y^P, y^D) \in \)
\{0,1\}^{n(n-1)} \times \{0,1\}^{n(n-1)} \) satisfying inequalities (12) together with

\begin{align}
(15) & \quad y_{ij}^T + y_{ji}^T \geq 1 & \text{for all } i \neq j \in V \setminus \{0\} \text{ and } T = P, D, \\
(16) & \quad y_{ij}^T + y_{jk}^T + y_{ki}^T \geq 1 & \text{for all } i \neq j \neq k \neq i \in V \setminus \{0\} \text{ and } T = P, D.
\end{align}

Clearly, \( \text{conv}(S) \) is a set covering polytope, and \( \text{proj}_{(y^P, y^D)}(\text{DTSPMS}_{n,s}) \) is one of its faces because (15) is a relaxation of (7) for \( T = P, D \). Then, for each odd circuit \( C \), the inequality \( y^P(C) \geq \left\lceil \frac{|C|}{s} \right\rceil \) is a so-called \( s \)-rose inequality of order \( |C| \) of the restriction of \( \text{conv}(S) \) to the variable set \( y^P \) [18]. Using the Lifting Theorem 4.1 of [18], one can lift this inequality into the circuit inequality associated with \( C \).

Computational Consequences

For the sake of brevity we do not report computational results obtained on the double TSP with multiple stacks using the results of this section. They can be found in [2]. However, we can summarize them as follows. Using some valid inequalities for \( PTSP_{n+1} \) introduced in [8] and the odd circuit inequalities (13), a branch-and-cut algorithm presented in [2] has solved to optimality for the first time instances of the double TSP with two stacks with up to 18 items within a limit of three hours of CPU time. In addition, the same algorithm has solved to optimality all instances with less than 18 items, also resulting faster than previous exact methods for the double TSP with multiple stacks.
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Isoperimetric inequalities in Carnot-Carathéodory spaces

Valentina Franceschi (*)

Abstract. One of the most ancient mathematical problems is Dido’s problem, appearing in Virgil’s 
Aeneid: what is the shape to give to a rope in order to enclose a maximal region of land? The 
expected solution is of course the circle. Despite the ancient origins, a rigorous mathematical 
formulation and solution is quite recent, dating back to the 1950s when Caccioppoli and De Giorgi 
introduced the notion of perimeter in the n-dimensional Euclidean space. The latter notion led 
to the study of isoperimetric inequalities and to the solution of Dido’s problem generalized to n 
dimensions. Mathematicians then generalized isoperimetric inequalities to different frameworks, 
such as riemannian manifolds and metric spaces.
After an overview of the classical definitions, in this article we present isoperimetric inequalities 
in a class of metric spaces arising from the study of hypoelliptic differential operators, called 
Carnot-Carathéodory spaces. We conclude presenting the main conjecture in this framework (Pansu’s 
conjecture) and some related results.

1 Dido’s problem

One of the most ancient mathematical problems is the isoperimetric problem. Its first 
appearance leads back to Virgil’s Aeneid:

“Devenere locos ubi nunc ingentia cernis
Moenia sergentemque novae Karthaginis arcem,
mercatique, solum, facti de nomine Byrsam,
taurino quantum possent circumdare tergo.”

(Virgil, Aeneid, 1st book, verses 365–369)

“They came to this place, and bought land, where you now see the vast walls, 
and resurgent stronghold, of new Carthage, as much as they could enclose with the 
strips of hide from a single bull, and from that they called it Byrsa.”

According to the mythology associated with Virgil’s saga, Dido, the queen of Tiro, took 
refuge in North Africa, after being exiled by her brother Pygmalion. Here, she purchased 
from a local king the land along the North African coastline that could be enclosed by the 
hide of a bull. Queen Dido sliced the hide into very thin strips and tied them together

(*) Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy; E-mail: 
valentina.franceschi88@gmail.com. Seminar held on May 4th, 2016.
in order to build a rope. Then, she used the rope to enclose a portion of land facing the coast: according to the legend, this region became the city of Carthago. Dido’s problem is the following: what shape should I give to the rope in order to enclose maximal area? Dido’s answer, which turns out to be the correct one, is the circumference.

![Figure 1. The city of Carthago and Dido cutting the hide of a bull (Engraving by Mathäus Merian the Elder, 1630).]

Formulated in mathematical terms, Dido’s problem is the following:

Among all simple closed planar curves of given length $L$, the circle of circumference $L$ encloses maximal area.

The problem can be naturally formulated in the $n$-dimensional Euclidean space $\mathbb{R}^n$, considering among all surfaces having a prescribed surface area, the one that maximizes the enclosed volume, thought of as the $n$-dimensional Lebesgue measure $\mathcal{L}^n$ of the region enclosed. Needless to say, the expected solution to the isoperimetric problem in $\mathbb{R}^n$ is the $(n-1)$-dimensional sphere.

1.1 The definition of Perimeter

Despite the ancient origins of Dido’s problem, the first attempts to rigorously prove the isoperimetric property of the circle are quite recent. This is due to the complexity of introducing the notion of surface area in the widest possible class of sets in $\mathbb{R}^n$, namely in the class of Lebesgue measurable sets. The mathematics involved to this purpose represents a starting point for several and very important branches of Mathematics, such as Geometric Measure Theory and Calculus of Variations. In this survey I will just cite some of the proofs.

The first rigorous solution of the isoperimetric problem in the Euclidean plane dates back to the 1902 paper [17] by Hurwitz, in the class of all closed curves in the plane that are piecewise $C^1$ smooth. In fact, if $\gamma: [0,1] \to \mathbb{R}^2$ is such a curve, its length is defined as

$$\ell(\gamma) = \int_0^1 |\gamma'(t)| \, dt. \tag{1}$$

*(†) The definition of the Lebesgue measure dates back to 1902.*
More generally, given a function \( f : [a, b] \rightarrow \mathbb{R}^2 \) its length can be defined as the maximal length of the polygonal curves approximating \( f \): the \textit{total variation} of \( f \) in \([a, b]\) is defined as

\[
(2) \quad \int_a^b f = \sup \left\{ \sum_{i=0}^{n-1} |f(t_{i+1}) - f(t_i)|, \ a = t_0 < t_1 < \cdots < t_n = b \right\}
\]

When \( \int_a^b f < \infty \) we say that \( f \) has bounded total variation, and in this case, we set

\[
(3) \quad \ell(f) = \int_a^b f
\]

Notice that definition (3) corresponds to definition (1) for a piecewise \( C^1 \) curve.

Given a two-dimensional manifold \( M \subset \mathbb{R}^3 \), one may consider the same idea as in (2) to define its \textit{surface area}. Namely, one can consider the maximal area of the polyhedral domains inscribed in \( M \), where a \textit{polyhedral domain} is a set \( \Pi \subset \mathbb{R}^3 \) such that \( \partial \Pi \) is contained in the union of a finite number of hyperplanes. However, the latter quantity does not describe the correct notion of surface area in \( \mathbb{R}^3 \), as Schwarz proved in the 1890 paper [28], showing he following example.

**Example 1.1** (Schwarz, 1980) Consider the right circular cylinder of radius 1 and height \( h > 0 \) represented by:

\[
(\cos u, \sin u, v), \quad 0 \leq u \leq 2\pi, 0 \leq v \leq h.
\]

The surface area of its lateral surface, \( S \), should measure \( 2\pi h \).

Let now be \( m, n \in \mathbb{N} \) and divide \( S \) into \( m \) bands of height \( h/m \) and \( 2n \) congruent slices of width \( \pi/n \). Consider the inscribed polygonal domain \( \Pi(mn) \) defined as the union of the \( 2mn \) congruent triangular surfaces whose vertices are identified by intersection of the bands with the slices as in Figure 2.

![Figure 2](image.png)
Consider the face $ABC$. The angle $\theta$ is $\pi/n$. The edge $BC$ hence measures $2|BD| = 2\sin \frac{\pi}{n}$.

Now, to find $|AD|$ we first calculate $|DE| = 1 - \cos \frac{\pi}{n}$, hence $|DA|^2 = \frac{h^2}{m^2} + (1 - \cos \frac{\pi}{n})^2$. Therefore

$$\text{area}(ABC) = \frac{1}{2} 2 \sin \frac{\pi}{n} \sqrt{\frac{h^2}{m^2} + (1 - \cos \frac{\pi}{n})^2}$$

The area surface of the polyhedral domain $\Pi(mn)$ is

$$2n \sin \frac{\pi}{n} \sqrt{h^2 + m^2(1 - \cos \frac{\pi}{n})^2}.$$ 

Hence the limit depends on the mutual behavior of $m$ and $n$ going at infinity. For instance, if $m = n$, we obtain the expected number in the limit as $n \to \infty$:

$$2n \sin \frac{\pi}{n} \sqrt{h^2 + n^2(1 - \cos \frac{\pi}{n})^2} \sim 2\pi \sqrt{h^2 + n^2(\frac{\pi^2}{2n^2})^2} = 2\pi h \sqrt{1 + \frac{\pi^4}{4n^2 h^2}} \sim 2\pi h(1 + \frac{\pi^4}{8n^2 h^2}) \to 2\pi h.$$

On the other hand, if $m = n^3$, we have

$$2n \sin \frac{\pi}{n} \sqrt{h^2 + n^6(1 - \cos \frac{\pi}{n})^2} \sim 2\pi \sqrt{h^2 + n^6(\frac{\pi^2}{2n^2})^2} \to \infty, \quad n \to \infty.$$

As Schwarz example shows, while dealing with $k$-dimensional manifolds for $k \geq 2$ we therefore need to think of a different notion of surface area. A first candidate is a notion known from the 1920s. Given $k \geq 0$ and $E \subset \mathbb{R}^n$, the $k$-dimensional Hausdorff measure of $E$ is given by

$$\mathcal{H}^k(E) = \lim_{\delta \to 0^+} \mathcal{H}_\delta^k(E),$$

where

$$\mathcal{H}_\delta^k(E) = \frac{\omega_k}{2^k} \inf \left\{ \sum_{i \in I} (\text{diam}(E_i))^k : \text{diam}(E_i) < \delta, \ E \subset \bigcup_{i \in I} E_i \right\}$$

for a finite or countable covering of $E, \{E_i\}_{i \in I}$. Here we used the following notation:

- $\omega_k = \mathcal{L}^k(\{p \in \mathbb{R}^k : |p| = 1\})$;
- for a set $A \subset \mathbb{R}^n$ we call diameter of $A$ the quantity $\text{diam}(A) = \sup_{x,y \in A} |x - y|$, with the convention $\text{diam}(\emptyset) = 0$.

Unfortunately, the $k$-dimensional Hausdorff measure is not a good notion of surface area of a $k$-dimensional manifold to approach variational problems. In fact, it fails to be lower semicontinuous with respect to the convergence of sets induced by the Hausdorff distance. Given $A, B \subset \mathbb{R}^n$ closed sets, the Hausdorff distance between $A$ and $B$ is

$$d_H(A, B) = \max \left\{ \sup_{x \in A} \text{dist}(x, B), \sup_{y \in B} \text{dist}(y, A) \right\}.$$
where \( \text{dist}(x, B) = \inf_{y \in B} |x - y| \). We say that \( A \) is the Hausdorff limit of a sequence of sets \((A_n)_{n \in \mathbb{N}}\) if \( A \) is closed and \( d_H(A, A_n) \to 0 \), as \( n \to \infty \). The Hausdorff limit is unique because \( d_H \) is a distance between closed sets. In the following example we construct a sequence of sets \( A_h, h \in \mathbb{N} \) such that

\[
\lim_{h \to \infty} d_H(A_h, A) = 0 \quad \text{and} \quad \mathcal{H}^1(A) > \liminf_{h \to \infty} \mathcal{H}^1(A_h),
\]

that implies that the Hausdorff measure is not lower semicontinuous with respect to the Hausdorff convergence.

**Example 1.2** For any \( h \in \mathbb{N} \), consider \([0, 1]\) to be divided into \( h^2 \) intervals and define \( A_h \) to be the union of the intervals which correspond to the integer multiples of \( h \).

![Figure 3. In red, the sets A1, A2 and A3.](image)

We have

\[
d_H(A_h, [0, 1]) = \frac{n - 1}{n^2} \to 0, \quad \mathcal{H}^1(A_h) = \frac{1}{h} \to 0 \quad \text{as} \quad h \to \infty.
\]

Hence \( A = [0, 1] \) and \( \mathcal{H}^1(A) = 1 > 0 = \liminf_{h \to \infty} \mathcal{H}^1(A_h) \).

It is in the 1950s when Caccioppoli and De Giorgi introduced the notion of perimeter of a Lebesgue measurable set in \( \mathbb{R}^n \). In 1953, Renato Caccioppoli introduces in [1] the following definition of surface area of a 2-dimensional manifold in \( \mathbb{R}^3 \).

**Definition 1.3** (Caccioppoli, 1953) The *perimeter* of a Lebesgue measurable set \( E \subset \mathbb{R}^3 \) is

\[
(4) \quad \inf \left\{ \liminf_{j \to \infty} P(\Pi_j) : L^3(\Pi_j \Delta E) \to 0, \ j \to \infty \right\}
\]

where \( \Pi_j \) are polygonal domains and \( \Pi_j \Delta E \) denotes the symmetric difference \( \Pi_j \Delta E = (\Pi_j \setminus E) \cup (E \setminus \Pi_j) \).

Caccioppoli’s definition of perimeter, generalized to the \( n \)-dimensional space, was then characterized by E. De Giorgi in 1954 in the seminal paper [4]. Here, the author proposes a definition of perimeter, starting from a generalization of Gauss-Green formulas for smooth sets and he proves equivalence with Caccioppoli’s definition. As a striking consequence, De Giorgi definition has natural and powerful applications to geometric variational problems, such as the isoperimetric problem.
Definition 1.4 (De Giorgi, 1954) Let $E \subset \mathbb{R}^n$ be a Lebesgue measurable set. The perimeter of $E$ is

\begin{equation}
P(E) = \sup \left\{ \int_E \operatorname{div}\varphi(x) \, dx : \varphi \in C^1_c(\mathbb{R}^n, \mathbb{R}^n), \sup_{\mathbb{R}^n} |\varphi| \leq 1 \right\}.
\end{equation}

We say that $E$ is a set of finite perimeter if $P(E) < \infty$.

Definition (5) can be motivated by the following observation: given $\varphi \in C^1(\mathbb{R}^n)$ and a set $E \subset \mathbb{R}^n$ with $C^1$-boundary, by the divergence theorem we have

\[ \int_E \operatorname{div}\varphi \, dx = \int_{\partial E} \varphi \cdot N^E \, d\mathcal{H}^{n-1} \]

where $N^E$ denotes the outer unit normal to the boundary of $E$ and, given $p, q \in \mathbb{R}^n$, $p \cdot q$ denotes the standard scalar product in $\mathbb{R}^n$. Assuming $|\varphi| \leq 1$, we hence get

\[ \int_E \operatorname{div}\varphi \, dx \leq \mathcal{H}^{n-1}(\partial E). \]

1.1.1 De Giorgi definition

De Giorgi, in fact, introduces the definition of perimeter in an equivalent formulation, using the regularity theory for the heat equation. Namely, given a Lebesgue measurable set $E \subset \mathbb{R}^n$, he considers the Cauchy problem for the heat equation

\begin{align*}
\left\{ \begin{array}{ll}
\frac{\partial}{\partial t} u(x,t) - \Delta_x u(x,t) = 0 & \text{if } x \in \mathbb{R}^n, \ t > 0 \\
 u(x,0) = \chi_E(x) & \text{on } \mathbb{R}^n
\end{array} \right.
\end{align*}

If $u$ solves (CP), then it is a $C^\infty$-smooth function, and

\[ \|u(\cdot,t) - \chi_E\|_{L^1(\mathbb{R}^n)} \to 0, \text{ as } t \to \infty, \]

where $L^1(\mathbb{R}^n)$ is the space of summable functions on $\mathbb{R}^n$: $L^1(\mathbb{R}^n) = \{ f : \mathbb{R}^n \to \mathbb{R} : \int |f| < \infty \}$ and $\|f\|_{L^1(\mathbb{R}^n)} = \int |f|$. De Giorgi proves that the function

\[ t \mapsto \int_{\mathbb{R}^n} |\nabla_x u(x,t)| \, dx \]

is strictly monotone decreasing and he defines the perimeter of $E$ as

\[ I(\chi_E) = \lim_{t \to 0} \int_{\mathbb{R}^n} |\nabla_x u(x,t)| \, dx \]

showing that $I(\chi_E) < \infty$ if and only if there exists a Radon measure $\mu_E$ satisfying

\[ \int_E \operatorname{div}\varphi \, dx = \int_{\mathbb{R}^n} \varphi \cdot d\mu_E. \]

In this case

\[ |\mu_E| = I(\chi_E) = P(E). \]
Moreover, if we consider the gradient of the characteristic function $\chi_E$ ($\chi_E(x) = 1$ if $x \in E$, 0 otherwise) in the sense of distributions, we obtain

$$\int_E \text{div} \varphi \, dx = \int_{\mathbb{R}^n} \chi_E \text{div} \varphi \, dx = -\int_{\mathbb{R}^n} \varphi \cdot \nabla \chi_E \, dx$$

hence the perimeter defined in (5) corresponds to the total variation of the Radon measure $\nabla \chi_E$, see Miranda [18]. In conclusion, in addition to the equivalence of De Giorgi and Caccioppoli definition of perimeter, we have

$$P(E) = I(\chi_E) = |\nabla \chi_E|(\mathbb{R}^n).$$

1.2 Isoperimetric inequality in $\mathbb{R}^n$

The notion of perimeter introduced by Caccioppoli and De Giorgi allows to prove the following isoperimetric inequality: for any Lebesgue measurable set $E \subset \mathbb{R}^n$ with finite measure we have

$$P(E) \geq n \omega_n^{\frac{1}{n}} \mathcal{L}^n(E)^{-\frac{n-1}{n}}. \tag{6}$$

Equality case occurs if and only if $E$ is a Euclidean ball. It is easy to check one implication: if $E = B(p, r)$, $p \in \mathbb{R}^n$, $r > 0$, we have: $P(E) = n \omega_n r^{n-1}$, $\mathcal{L}^n(E)^{-\frac{n-1}{n}} = \omega_n^{\frac{n-1}{n}} r^{-1}$, and equality occurs. The isoperimetric inequality (6) is equivalent to say that the ball has the least perimeter among all sets with the same measure, and it is the unique set having this property. The *isoperimetric problem*

$$\inf \{ P(E) : \mathcal{L}^n(E) = v \}, \quad v > 0$$

is hence solved.

The proof of (6) consists of proving existence and uniqueness of isoperimetric sets.

(a) The proof of existence of isoperimetric sets is based on the two following properties of the perimeter.

- **Lower semicontinuity:** Let $E_h \subset \mathbb{R}^n$, $h \in \mathbb{N}$ be a sequence of sets with finite perimeter and let $E \subset \mathbb{R}^n$ be such that $\mathcal{L}^n(E \Delta E_h) \to 0$ as $h \to \infty$. Then

  $$P(E) \leq \liminf_{h \to \infty} P(E_h).$$

- **Compactness:** Let $E_h \subset \mathbb{R}^n$, $h \in \mathbb{N}$ be a sequence of sets with finite perimeter such that

  $$\sup_{h \in \mathbb{N}} P(E_h) < \infty.$$

  Then there exists a set of finite perimeter $E \subset \mathbb{R}^n$ such that $\mathcal{L}^n(E \Delta E_h) \to 0$ as $h \to \infty$.

(b) To prove that the unique isoperimetric set is the ball, classical symmetrization techniques, known as Steiner and Schwarz rearrangements are used.
2 Carnot-Carathéodory spaces

The aim of these section is to present the theory of perimeters in a different framework. In the last two decades an intense investigation on Analysis and Geometry in Metric Spaces has been carried out by many authors and led to a generalization of classical theories to these structures: Sobolev spaces (see for instance Hajłasz and Koskela [16], quasiconformal mappings, functions of bounded variations and sets of finite perimeter, currents and rectifiable sets. A very general framework to study isoperimetric inequalities is therefore established. An important class of Metric Spaces is given by Carnot-Carathéodory spaces, whose definition is attributed to Gromov (see [14], and [15] for the english version).

2.1 Definition of Carnot-Carathéodory spaces

Let \( X = \{X_1, \ldots, X_r\} \) a family of vector fields on \( \mathbb{R}^n \) with \( r \leq n \). Associated to the family \( X = \{X_1, \ldots, X_r\} \), we define a sub-bundle of the tangent bundle:

\[
\Delta^X = \bigcup_{p \in \mathbb{R}^n} \Delta^X_p = \text{span}\{X_1(p), \ldots, X_r(p)\}
\]

and we call it the horizontal bundle. A vector field \( Y \in \Delta^X \) is called a horizontal vector field. We say that an absolutely continuous curve \( \gamma : [0,1] \rightarrow \mathbb{R}^n \) is horizontal if \( \dot{\gamma}(t) \in \Delta^X_{\gamma(t)} \) for every \( t \in [0,1] \). Given, for every \( p \in \mathbb{R}^n \), a scalar product \( g_p \) on \( \mathbb{R}^n \) such that \( X_1, \ldots, X_r \) are orthonormal, we define the length of an horizontal curve \( \gamma \) as

\[
\ell_X(\gamma) = \int_0^1 g_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)) \, dt = \int_0^1 \sqrt{\sum_{i=1}^r a_i^2(\gamma(t))} \, dt
\]

where \( \dot{\gamma}(t) = \sum_{i=1}^r a_i(\gamma(t))X_i(\gamma(t)) \in \Delta^X_{\gamma(t)} \). When any two points \( p, q \in \mathbb{R}^n \) can be connected by means of horizontal curves, the Carnot-Carathéodory (also sub-Riemannian or CC for short) distance associated to \( X \) is given by

\[
d^X_{cc}(p, q) = \inf \left\{ \ell_X(\gamma) : \gamma \text{ horizontal, } \gamma(0) = p, \ \gamma(1) = q \right\}.
\]

Manifolds endowed with a family of vector fields for which such a distance can be constructed, are known as Carnot-Carathéodory spaces.

Example 2.1 (Euclidean distance) The euclidean space \( \mathbb{R}^n \) endowed with the family \( X = \{\partial x_1, \ldots, \partial x_n\} \) is a Carnot-Carathéodory structure and the CC distance is the euclidean one \( d^X_{cc}(p, q) = \sqrt{\sum_{i=1}^n (p_i - q_i)^2} \). In this case we use the notation \( B_E(x, r) = B^X_{cc}(x, r) \) for a euclidean ball of center \( x \in \mathbb{R}^n \) and radius \( r > 0 \).

2.1.1 Hörmander condition

Before a formal definition of Carnot-Carathéodory spaces was given, a sufficient condition to connect any two points by means of horizontal curves was proved independently by
Chow and Rashewsky, involving the rank of the Lie algebra generated by $X_1, \ldots, X_r$. The same condition has a key role for the hypoellipticity of the operator

$$\mathcal{L} = \sum_{i=1}^{r} X_i^2,$$

known as subelliptic Laplacian, proved by Hörmander in 1967, and it hence takes the name of Hörmander condition or rank condition. A differential operator $\mathcal{L}$ is said to be hypoelliptic if the weak solutions to $\mathcal{L}u = f$ with $f \in C^\infty(\mathbb{R}^n)$ are $C^\infty(\mathbb{R}^n)$.

In this section we introduce Hörmander condition. We first recall some definitions.

**Definition 2.2** (Lie Algebra) A real Lie Algebra is a real vector space $V$ endowed with an operation

$$\{\ , \} : V \times V \to V; \quad (v,w) \mapsto \{v,w\}$$

which satisfies the following properties

(a) $\{\ , \}$ is $\mathbb{R}$-bilinear;

(b) $\{v,w\} = -\{w,v\}$ for any $v,w \in V$ (skew symmetry);

(c) the following identity, called the Jacobi identity holds:

$$\{u,\{v,w\}\} + \{v,\{w,u\}\} + \{w,\{u,v\}\} = 0 \quad u,v,w \in V.$$

We say that a vector space $W \subset V$ is a Lie subalgebra of $V$ if it is closed under the operation $\{\ , \}$ and properties 1-3 are satisfied. Given a subset $A \subset V$, we call Lie subalgebra generated by $A$ (in $(V,\{\ , \})$) the smallest Lie subalgebra of $V$ containing $A$ and we denote it by $\text{Lie}(A)$.

There is a classical way to associate to a family of vector fields on $\mathbb{R}^n$ a Lie algebra. Given two smooth vector fields on $\mathbb{R}^n$

$$X = \sum_{i=1}^{n} a_i \partial_{x_i}, \quad Y = \sum_{j=1}^{n} b_j \partial_{x_j},$$

we define their composition law as the composition of partial differential operators, which is denoted by $\circ$, namely:

$$X \circ Y = \sum_{i=1}^{n} \left(a_i (\partial_i b_j) \partial_{x_j} + a_i b_j \partial^2_{x_i x_j}\right)$$

where $\partial^2_{x_i x_j}$ is the second order derivative with respect to $x_i$ and $x_j$. The commutator $[X,Y]$ between $X$ and $Y$ is defined as

$$[X,Y] = X \circ Y - Y \circ X.$$

The set of $C^\infty$ vector fields on $\mathbb{R}^n$, $\mathfrak{X}(\mathbb{R}^n) = \{X = \sum_{i=1}^{n} a_i \partial_{x_i} : a_i \in C^\infty(\mathbb{R}^n)\}$, endowed with the bracket operation $[\ , \]$ is a Lie-algebra. In particular the commutator of vector fields is
again a vector field. Henceforth, given a family of smooth vector fields \( X = \{X_1, \ldots, X_r\} \), we consider the Lie algebra generated by \( X \) in \( (\mathfrak{X}, [ , ]) \), and we denote it by \( \text{Lie}(X) \). It is easy to see that it coincides with the real span of the iterated brackets of the elements of \( X \), namely:

\[
\text{Lie}(X) = \text{span}\{[X_i, [\ldots [X_j, X_k]]]: i, j, k = 1, \ldots, r\}.
\]

**Definition 2.3** (Hörmander vector fields) We say that the smooth vector fields on \( \mathbb{R}^n \) \( X_1, \ldots, X_r \in \mathfrak{X}(\mathbb{R}^n) \) satisfy the Hörmander condition if the Lie algebra that they generate has full rank on \( \mathbb{R}^n \), namely if

\[
\text{rank}(\text{Lie}(X_1, \ldots, X_r))(x) = n \quad x \in \mathbb{R}^n,
\]

where \( \text{rank}(W) \) denotes the dimension of \( W \) as vector space.

**Theorem 2.4** (Rashevsky 1938, Chow 1939) Let \( p, q \in \mathbb{R}^n \). If \( X = \{X_1, \ldots, X_r\} \) is a family of vector fields satisfying the Hörmander condition, there exists an absolutely continuous curve \( \gamma: [0,1] \to \mathbb{R}^n \) such that

\[
\gamma(0) = p, \quad \gamma(1) = q, \quad \dot{\gamma}(t) = \sum_{i=1}^{r} a_i(t) X_i(\gamma(t)) \quad \text{for some coefficients } a_i \text{ for a.e. } t \in [0,1].
\]

**Remark 2.5** Carnot-Carathéodory distances where already present in the literature of hypoelliptic operators. In the work by Fefferman and Phong [7], dated 1981, the study of subelliptic operators which are not assumed to be written as sum of squares is accomplished associating them with a suitable metric \( d \). This idea gives an impulse to the study of degenerate elliptic operators, via associated Carnot-Carathéodory metrics, see Franchi and Lanconelli [11], and Sobolev and Poincaré inequalities are studied in view of a regularity theory for weak solutions and estimates of the fundamental solution. Isoperimetric inequalities follow as a result of this research branch.

### 2.2 Examples

#### 2.2.1 Carnot Groups

We say that \( G \) is a Lie group if it is a smooth manifold endowed with a group operation \( * \) such that the composition map \( (x, y) \mapsto x * y \) and the inverse map \( x \mapsto x^{-1} \) (\( x * x^{-1} = x^{-1} * x = e \), unit element) are smooth on \( G \). Fixed \( x \in G \) we call left translation by \( x \) the map

\[
\tau_x : G \to G, \quad \tau_x(y) = x * y
\]

and right translation by \( x \) the map

\[
\rho_x : G \to G, \quad \rho_x(y) = y * x.
\]
The maps \( \tau_x, g_x \) are clearly \( C^\infty \) diffeomorphisms of \( \mathbb{G} \) into itself for any \( x \in \mathbb{G} \). We say that a vector field \( X \) on \( \mathbb{G} \) is \emph{left-invariant} if the following holds

\[
(Xf) \circ \tau_x = X(f \circ \tau_x) \quad \text{for every } f \in C^\infty(\mathbb{G}), \ x \in \mathbb{G}.
\]

The set of all left invariant vector fields is a Lie algebra, which is called the \emph{Lie algebra of} \( \mathbb{G} \) and it is denoted by \( \text{Lie}(\mathbb{G}) \) or \( \mathfrak{g} \).

\textbf{Definition 2.6} (Carnot Group) A \emph{Carnot group} of \emph{step} \( s \) is a connected, simply connected Lie group whose Lie algebra \( \mathfrak{g} \) admits a step \( s \) stratification, i.e., there exist linear subspaces \( V_1, \ldots, V_s \) such that

\[
\mathfrak{g} = V_1 \oplus \cdots \oplus V_s, \ [V_1, V_i] = V_{i+1}, \ V_s \neq \{0\},
\]

where \([V_1, V_i]\) is the subspace of \( \mathfrak{g} \) generated by the commutators \([X, Y] \) with \( X \in V_1 \) and \( Y \in V_i \).

We call the \emph{homogeneous dimension} of \( \mathbb{G} \) the number

\[
Q = \sum_{i=1}^s i \dim V_i,
\]

and the \emph{rank} of \( \mathbb{G} \), denoted by \( r \), the dimension of \( V_1 \), which is the number of Lie-generators of the algebra.

\textbf{Remark 2.7} Any \( n \)-dimensional Carnot group can be identified with \( \mathbb{R}^n \).

The Lie algebra \( \mathfrak{g} \) of a Carnot group \( \mathbb{G} \) is naturally endowed with a family of \emph{dilations} modeled on its stratification:

\[
\delta^\mathfrak{g}_{\lambda} \left( \sum_{i=1}^s Y_i \right) = \sum_{i=1}^s \lambda^i Y_i, \quad Y_i \in V_i, \quad \lambda > 0.
\]

The group \( \mathbb{G} \) inherits a family of \emph{anisotropic dilations} parametrized by \( \lambda > 0 \) and defined as

\[
\delta^\mathbb{G}_\lambda(x) = \delta^\mathfrak{g}_{\lambda} \left( \text{Exp} \left( \sum_{i=1}^n Y_i \right) \right) = \text{Exp} \left( \sum_{i=1}^s \lambda^i Y_i \right).
\]

The dilation on the group \( \delta^\mathbb{G}_\lambda \) turns out to be of the following form

\[
\delta^\mathbb{G}_\lambda(x_1, \ldots, x_n) = (\lambda x_1, \ldots, \lambda x_r, \lambda^{\sigma_{r+1}} x_{r+1}, \ldots, \lambda^{\sigma_n} x_n);
\]

with \( \sigma_j = i \) if \( Y_j \in V_i, \ j = r+1, \ldots, n, \ i = 2, \ldots, r \). Moreover, the family \( \delta^\mathbb{G}_\lambda \) is a family of automorphisms of \( \mathbb{G} \), namely

\[
\delta^\mathbb{G}_\lambda x * \delta^\mathbb{G}_\lambda y = \delta^\mathbb{G}_\lambda (x * y);
\]

and \( (\delta^\mathbb{G}_\lambda)^{-1} = \delta^\mathbb{G}_{1/\lambda} \).

A \emph{sub-Riemannian structure} on \( \mathbb{G} \) is given considering the first layer \( V_1 \) of the stratification of the Lie algebra as the horizontal bundle. Consider a basis for the Lie algebra \( \mathfrak{g} = V_1 \oplus \cdots \oplus V_s \),

\[
X_1, \ldots, X_r, X_1^{(2)}, \ldots, X_{r_2}^{(2)}, \ldots, X_1^{(s)}, \ldots, X_{r_s}^{(s)}
\]
where $X_1, \ldots X_r$ generates $V_1$, $X_1^{(j)}, \ldots, X_r^{(j)}$ generates $V_j$ for $j = 2, \ldots, s$, $r_1 + \cdots + r_s = n$ and such that at the origin it is the canonical orthonormal basis of $\mathbb{R}^n$ in the coordinate system
\[ x = (x_1, \ldots, x_{r_1}, x_{r_1+1}, \ldots, x_{r_1+r_2}, \ldots, x_{r_1+\cdots+r_{s-1}+1}, \ldots, x_n). \]

Namely,
\[ X_i^{(j)}(0) = \frac{\partial}{\partial x_{r_1+\cdots+r_{j-1}+1}}, \ldots, X_i^{(j)}(0) = \frac{\partial}{\partial x_{r_1+\cdots+r_j}}, \quad j = 1, \ldots, s. \]

We refer to $X_1, \ldots, X_r$ as the family of canonically generating vector fields and we use the notation
\[ X_G = \{X_1, \ldots, X_r\}. \]

We call the Carnot-Carathéodory distance of the Carnot group $G$, and denote it by $d_{cc}^G$, the one defined in (8) and associated to a family of canonically generating vector fields:
\[ d_{cc}^G(p,q) = \inf \left\{ \int_0^1 \sqrt{\sum_{i=1}^s a_i(\gamma(t))^2} \, dt : \gamma(0) = p, \ \gamma(1) = q, \ \dot{\gamma} = \sum_{i=1}^s a_i \dot{x}_i \right\}. \]

We use the notation $B_G = B_X^G$ where $X$ is a family of canonical generators for $G$. The following properties of $d_{cc}^G$ hold:

- The topology induced on $G$ by $d_{cc}^G$ is the topology of the manifold;
- $d_{cc}^G$ is left invariant:
  \[ d_{cc}^G(\tau_x y, \tau_x z) = d_{cc}^G(y, z); \]
- $d_{cc}^G$ is 1-homogeneous with respect to intrinsic dilations
  \[ d_{cc}^G(\delta^G_x x, \delta^G_x y) = \lambda d_{cc}^G(x, y), \quad x, y, z \in G, \ \lambda > 0. \]

### 2.2.2 Heisenberg groups

The $n$-dimensional Heisenberg group, denoted by $\mathbb{H}^n$, is $\mathbb{C}^n \times \mathbb{R}$ endowed with the following group operation:
\[ (z, t) \ast (z', t') = (z + z', t + t' + 2\text{Im}(zz')), \]
where $\bar{z}'$ denotes the conjugate of $z'$. Identifying $\mathbb{C}^n$ with $\mathbb{R}^{2n}$ through $z = x + iy \mapsto (x, y) = (x_1, \ldots, x_n, y_1, \ldots, y_n)$, the operation can be also written as
\[
(13) \quad (x, y, t) \ast (x', y', t') = \left( x + x', y + y', t + t' + 2 \sum_{i=1}^n (x_i y_i - x_i y_i') \right).
\]

To find a family of canonically generating vector fields of the Lie algebra $\mathfrak{h}$ of $\mathbb{H}^n$, we look for a family of left invariant vector fields $X = \{X_1, \ldots, X_n, Y_1, \ldots, Y_n, T\}$ which correspond to the canonical basis of $\mathbb{R}^{2n+1}$ at the origin
\[ X_i(0) = \partial_{x_i}, \quad Y_i(0) = \partial_{y_i}, \quad T(0) = \partial_t, \quad i = 1, \ldots, n. \]
This leads to

\[ X_i(x, y, t) = \partial_x + 2y_i \partial_t, \quad Y_i(x, y, t) = \partial_y - 2x_i \partial_t, \quad T(0) = \partial_t, \quad i = 1, \ldots, n. \]

Notice that the only nonzero commutator of the family \( X \) is \([X_i, Y_i] = -4\partial_t = -4T\). Brackets of order bigger than 2 are zero. Hence, \( \mathfrak{h} = \text{Lie}(X) \) with \( X = \{ X_i, Y_i : i = 1, \ldots, n \} \) and the family \( X \) satisfies the Hörmander condition (10): \( \text{rank}(\text{Lie}(X)) = 2n + 1 \). The horizontal bundle is therefore given by \( \Delta = \text{span}\{ X_i, Y_i : i = 1, \ldots, n \} \). Moreover the Lie algebra \( \mathfrak{h} \) admits the stratification \( \mathfrak{h} = \Delta \oplus [\Delta, \Delta] \), \( \Delta = \text{span}\{ X_i, Y_i : i = 1, \ldots, n \} \), so that \( \mathbb{H}^n \) is a Carnot group of step 2 and rank \( 2n \). The homogeneous dimension of \( \mathbb{H}^n \) is \( Q = 2n + 2 \) and the dilations of the group are

\[ \delta^\mathfrak{h}_\lambda(z, t) = (\lambda z, \lambda^2 t), \quad \lambda > 0, \quad (z, t) \in \mathbb{H}^n. \]

**Derivations of the Heisenberg group. 1.** While talking about sub-Riemannian structures, it is often said that the Heisenberg group is the “easiest” example, apart from the euclidean space. In fact, we can view the Heisenberg Lie algebra \( \mathfrak{h} \) as the unique three dimensional nilpotent Lie algebra, with a step 2 stratification \( \mathfrak{h} = V_1 \oplus V_2 \), and rank 2 such that

\[ [V_1, V_1] = V_2, \quad [V_1, V_2] = \{0\} \]

In particular, if \( V_1 = \text{span}\{e_1, e_2\}, \quad V_2 = \text{span}\{\epsilon\} \) it is sufficient to impose

\[ [e_1, e_2] = \epsilon. \tag{14} \]

The group law of the corresponding Carnot group is induced by relation (14).

**2.** In [29, Chapter XII] the Heisenberg group is introduced from harmonic analysis. We recall here the main steps of his argument. Consider the Siegel domain

\[ \mathcal{U} = \{ (\zeta, w) \in \mathbb{C}^2 : \text{Im}(w) > |\zeta|^2 \} \]

and associate to each \( (z, t) \in \mathbb{H}^1 \) the mapping

\[ (\zeta, w) \mapsto (\zeta + z, w + t + 2i\zeta * \overline{z} + i|z|^2) = T_{z,t}(\zeta, w). \tag{15} \]

The transformation (15) maps \( \mathcal{U} \) into itself, preserves the boundary \( \partial \mathcal{U} \), and defines an action of \( (\mathbb{H}^1, \ast) \) into the space \( \mathcal{U} \), i.e., \( T_{z,t} \circ T_{z',t'} = T_{z,t}(\zeta, w) \). Therefore, the set of transformations \( T_{z,t} \) endowed with the composition of maps, \( \circ \), is a group of affine holomorphic bijections of \( \mathcal{U} : \mathbb{H}^1 \) is identified with the group of translations of the Siegel domain (i.e., \( \mathcal{U} \) is invariant under these transformations). On the other hand, the action of \( \mathbb{H}^1 \) on the
3. In the end, we recall that the horizontal bundle of the Heisenberg group defines a contact structure on $\mathbb{R}^3$ as follows. The one-form $\theta = dt + xdy - ydx$ is a contact form on $\mathbb{R}^3$, i.e., $\theta \wedge d\theta \neq 0$. Given a contact form $\omega$ on a three-dimensional manifold $M$, the contact structure induced by $\omega$ on $M$ is $\ker \omega = \{ X \in TM : \omega(X) = 0 \}$, which turns out to be a two dimensional subbundle of the tangent bundle. This construction allows to consider a map, $J : \ker \omega \to \ker \omega$, $J^2 = -I$ called complex structure which represents the starting point of contact geometry. The contact structure induced by $\theta$ is the horizontal bundle of the Heisenberg group and the complex structure is defined by $JX = Y$, $JY = -X$.

2.2.3 Grushin spaces

Let $\mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$, where $h, k \geq 1$ are integers and $n = h + k$. Let $\alpha \geq 0$ be a real number. A Grushin space is $\mathbb{R}^n$ endowed with the following structure on $\mathbb{R}^n$: $X_\alpha = \{ X_1, \ldots, X_h, Y_1, \ldots, Y_k \}$,

$$
X_i = \partial x_i, \quad i = 1, \ldots, h, \\
Y_j = |x|^\alpha \partial y_j, \quad j = 1, \ldots, k,
$$

where $|x|$ is the standard norm of $x \in \mathbb{R}^h$. When $h = k = 1$, $\mathbb{R}^2$ endowed with the family $X_\alpha$ is called the Grushin plane and it has been considered by Franchi and Lanconelli in [11] to prove Hölder regularity of the weak solutions of $Lu = 0$,

$$
L = \frac{\partial^2}{\partial x^2} + |x|^{2\alpha} \frac{\partial^2}{\partial x^2},
$$

using Moser’s technique. The differential operator $L$ is known in the literature as the Grushin operator, and it is hypoelliptic for $\alpha \in \mathbb{N}$.

We show a formula for the length of horizontal curves in Grushin structures. For $(x, y) \in \mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$, $x \neq 0$, and $\alpha > 0$ consider the metric

$$
ds_\alpha^2 = dx_1^2 + \cdots + dx_h^2 + \frac{1}{|x|^{2\alpha}}(dy_1^2 + \cdots + dy_k^2)
$$

where $dx_i, dy_j$ denote the elements of the canonical basis of the cotangent bundle to $\mathbb{R}^n$ in the coordinate system $(x_1, \ldots, x_h, y_1, \ldots, y_k)$. Then $ds_\alpha^2$ makes $X_1, \ldots, X_h, Y_1, \ldots, Y_k$ orthonormal. Following (7), we define the $\alpha$-length of an horizontal curve $\gamma : [0, 1] \to \mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$ as

$$
\ell_\alpha(\gamma) = \int_0^1 \sqrt{\sum_{i=1}^h \gamma_i'(t)^2 + \frac{1}{|\gamma_1(t), \ldots, \gamma_h(t)|^{2\alpha}} \sum_{j=1}^k \gamma_{i+j}'(t)^2} \, dt.
$$

The Carnot-Carathéodory distance on $\mathbb{R}^n$ associated to the family $X$ is denoted by $d_\alpha$. The Grushin space $\mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$, with $d_\alpha$ can be endowed with a family of non-isotropic dilations parametrized by $\lambda > 0$

$$
d_\alpha^\lambda(x, y) = (\lambda x, \lambda^{\alpha+1} y), \quad (x, y) \in \mathbb{R}^h_x \times \mathbb{R}^k_y = \mathbb{R}^n
$$
such that $d_\alpha(\delta^p, \delta^q) = \lambda d_\alpha(p, q)$, for $p, q \in \mathbb{R}^n$. We define the homogeneous dimension of the Grushin space $\mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$ with $d_\alpha$ as

$$Q = h + (\alpha + 1)k.$$  

3 Perimeter in Carnot-Carathéodory spaces

The perimeter associated with a family of vector fields is defined following the De Giorgi definition of perimeter as follows.

**Definition 3.1** [X-perimeter] For any $E \subset \mathbb{R}^n$ the $X$-perimeter of $E$ is defined as

$$P_X(E) = \sup \left\{ \int_E \text{div}_X \varphi(x) \, dx : \varphi \in \mathcal{F}_m(\mathbb{R}^n) \right\},$$

where

$$\mathcal{F}_m(\mathbb{R}^n) = \left\{ \varphi \in C^1_c(\mathbb{R}^n; \mathbb{R}^m) : \max_{x \in \mathbb{R}^n} |\varphi(x)| = \max_{x \in \mathbb{R}^n} \sqrt{\sum_{j=1}^m \varphi_j^2(x)} \leq 1 \right\}.$$  

We say that $E$ is a set of finite $X$-perimeter if $P_X(E) < \infty$.

**Proposition 3.2** (Representation formula for $\alpha$-perimeter) Let $E \subset \mathbb{R}^n$ be bounded open set with Lipschitz boundary and $N^E$ denote the outer unit normal to $\partial E$. Then

$$P_\alpha(E) = \int_{\partial E} \sqrt{|N_x|^2 + \alpha^2 |N_y|^2} \, d\mathcal{H}^{n-1}.$$  

3.1 Perimeter and Length

In the euclidean setting $(\mathbb{R}^2, d_E)$, the perimeter of a smooth set and the length of its boundary as a curve coincide. In a Carnot-Carathéodory structure there is no connection in general between the length of smooth curves and perimeter. We show it with the next example in the case of the Grushin plane $(\mathbb{R}^2, d_\alpha)$.

**Example 3.3** ($P_\alpha(E) \neq \ell_\alpha(\partial E)$) We recall that, in the case of the Grushin plane $(\mathbb{R}^2, d_\alpha)$, the horizontal bundle is given by $\Delta = \text{span}\{\partial_x, |x|^{\alpha} \partial_y\}$ where $(x, y)$ denotes a point in $\mathbb{R}^2$. The metric

$$ds^2 = dx^2 + \frac{1}{|x|^{2\alpha}} dy^2,$$

defined for $x \neq 0$, is such that $ds^2(\partial_x, |x|^{\alpha} \partial_y) = 0$, $ds^2(\partial_x, \partial_x) = 1$, $ds^2(|x|^{\alpha} \partial_y, |x|^{\alpha} \partial_y) = 1$. Hence the length of a curve $\gamma = (\gamma_1, \gamma_2)$ parametrized on $[0, 1]$, is defined as

$$\ell_\alpha(\gamma) = \int_0^1 \sqrt{\gamma_1'(t)^2 + \frac{\gamma_2'(t)^2}{\gamma_1(t)^{2\alpha}}} \, dt.$$
Figure 4. The curve $\gamma$ and a set $E$ having $\gamma$ as a part of its boundary.

Let $\gamma : [0, 1] \rightarrow \mathbb{R}^2$, $\gamma(t) = (t, t)$ and suppose $\gamma^* = \gamma([0, 1]) \subset \partial E$ where $E \subset \{(x, y) \in \mathbb{R}^2 : x > y\}$ is a smooth set with finite $\alpha$-perimeter. We have $\gamma'(t) = (1, 1)$ and the outer unit normal to $E$ is $N_E = \left(-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)$ at any point in $\gamma^*$. We have

$$\ell_\alpha(\gamma) = \int_0^1 \sqrt{1 + \frac{1}{t^{2\alpha}}} \, dt = \int_0^1 \frac{1}{t^\alpha} \sqrt{t^{2\alpha} + 1} \, dt$$

Using the representation formula for the $\alpha$-perimeter of a smooth set (see Proposition 3.2), we have for $\alpha > 0$,

$$P_\alpha(E; \{x \leq y, \ 0 < x < 1\}) = \int_{\partial E \cap \{x=y, \ 0<x<1\}} \sqrt{(N_E)^2 + |x|^{2\alpha}(N_E^2)^2} \, dH^1$$

$$= \int_{\gamma^*} \sqrt{\frac{1}{2} + \frac{|x|^{2\alpha}}{2}} \, dH^1 = \int_0^1 \sqrt{\frac{1}{2} + \frac{t^{2\alpha}}{2}} \sqrt{2} \, dt$$

$$= \int_0^1 \sqrt{1 + t^{2\alpha}} \, dt < \int_0^1 \frac{1}{t^\alpha} \sqrt{1 + t^{2\alpha}} = \ell_\alpha(\gamma).$$

Notice that when $\alpha = 0$ we find $P_\alpha(E) = \ell_\alpha(E)$: in this case, in fact, $\ell_\alpha = \ell_E$ and $P_\alpha = P$.

4 Sharp Isoperimetric Inequalities in Carnot-Carathéodory spaces

We finally pass to isoperimetric inequalities in Carnot-Carathéodory spaces. The isoperimetric problem for the $X$-perimeter and the Lebesgue measure is, given $v > 0$, the following minimization problem:

$$\inf\{P_X(E) : L^n(E) = v\}.$$ 

Solutions are called isoperimetric sets.

As we previously noticed, the isoperimetric inequality (6) in $\mathbb{R}^n$ implies that the unique isoperimetric sets are euclidean balls. This is due to the fact that the constant $n\omega_n^{\frac{1}{n}}$ appearing in the isoperimetric inequality is sharp, in the sense that it is the smallest possible positive constant that can be plugged in the inequality and it characterizes equality case.
4.1 Non-sharp isoperimetric inequality

In the framework of Carnot-Carathéodory spaces, what is known, under suitable assumptions on the family $X$, is an isoperimetric inequality in a non-sharp form (see inequality (22) as it is presented in the following Proposition. The first proof of the isoperimetric inequality in Carnot-Carathéodory spaces is due to Pansu that proves it in [23] in the first Heisenberg group $\mathbb{H}^1$. Garofalo and Nhieu proved it in [13] for a family of vector fields with locally Lipschitz coefficients. Franchi, Gallot and Wheeden in [10] proved the isoperimetric inequality for the $X$-perimeter associated with a family of vector fields that includes Grushin spaces.

**Proposition 4.1** Let $Q$ be the homogeneous dimension associated to the family $X$ (under suitable assumptions on the family, for instance: of Grushin type - see (20), satisfying Hörmander condition - see (12). Then there exists a constant $C > 0$ such that

$$L^n(E) \leq CP_X(E)^{\frac{Q}{n+1}}$$

for every set $E \subset \mathbb{R}^n$ with finite $X$-perimeter and finite Lebesgue measure.

Notice that the isoperimetric inequality in a non-sharp form does not imply a characterization of isoperimetric sets. Finding the best constants in (22), i.e., the smallest possible constant $C > 0$ that can be plugged in (22), is equivalent to characterize isoperimetric sets.

4.2 Pansu’s conjecture

The only sub-Riemannian spaces where the isoperimetric problem has been solved are some types of Grushin structures. The first result is in the Grushin plane: in [21, Theorem 1.1], the authors prove existence of solutions to

$$\min\{P_\alpha(E) : E \subset \mathbb{R}^2, L^2(E) = v\}, \text{ for } v > 0 \text{ fixed},$$

and they characterize them. Namely, minimizers are unique up to vertical translations and they are obtained through a dilation $\delta_\alpha^\lambda$ of the following set

$$E_{\text{isop}}^\alpha = \left\{(x, y) \in \mathbb{R}^2 : |y| < \varphi_\alpha(|x|) = \int_{\arcsin|x|}^{\frac{\pi}{2}} \sin^{\alpha+1}(t) \, dt, \ |x| < 1 \right\}.$$  

In [8] we generalize this result to Grushin structures on $\mathbb{R}^n = \mathbb{R}^h \times \mathbb{R}^k$ for $k = 1$ and to $H$-type groups.

There is a famous conjecture about the shape of isoperimetric sets in the Heisenberg groups, which was formulated by Pansu in 1982 in $\mathbb{H}^1$, see [23], [24]. **Pansu’s conjecture** is the following: up to a null set, a left translation, and a dilation, the only isoperimetric set in $\mathbb{H}^1$ is

$$E_{\text{isop}} = \left\{(z, t) \in \mathbb{H}^1 : |t| < \arccos|z| + |z|\sqrt{1-|z|^2}, \ |z| < 1 \right\}.$$  

Only partial proofs of the Pansu’s conjecture are known in the literature. The first results on the Heisenberg isoperimetric problem date back to 2008. In [19, Theorem 1.2],
the conjecture is confirmed in the class

\[(25) \quad R = \{ E \subset \mathbb{H}^n : \text{if } (z, t) \in E, \text{ then } (\zeta, t) \in E \text{ for } |\zeta| = |z|\}\]

of axially symmetric sets. Namely, it is proved that the infimum

\[
\text{Isop}(R) = \inf \left\{ \frac{P_H(E)^{2n+2}}{\mathcal{L}^{2n+1}(E)^2} : E \in R \right\}
\]

is attained. Moreover, up to a dilation, a vertical translation and a \(\mathcal{L}^{2n+1}\)-negligible set, any axially symmetric isoperimetric set (i.e., a set \(E \in R\) such that the infimum in \(\text{Isop}(R)\) is attained) coincides with \(E_{\text{isop}}\). On the other hand, in [27, Theorem 7.2] it is proved that if \(E \subset \mathbb{H}^1\) is an isoperimetric set, whose boundary is a \(C^2\) smooth surface, then up to a dilation and a left translation, \(E = E_{\text{isop}}\).

In [22, Theorem 1.1] Pansu’s conjecture is proved in \(\mathbb{H}^1\) assuming convexity of the isoperimetric set.

In In [25, Theorem 3.1], the following geometric situation is considered. For any \(r > 0\), let \(D_r = \{(z, 0) \in \mathbb{H}^n : |z| \leq r\}\) be the closed Euclidean disk of radius \(r\) contained in \(\{z = 0\}\), and \(C_r = \{(z, t) \in \mathbb{H}^n : |z| \leq r\}\) be the vertical cylinder over \(D_r\). Let \(E \subset \mathbb{H}^n\) be a finite \(H\)-perimeter set such that \(D_r \subset E \subset C_r\) for some \(r > 0\). The author uses a calibration argument to prove that \(P_H(E) \geq P_H(E_{\text{isop}})\), and equality holds if and only if \(E = E_{\text{isop}}\). In [9] we refine this argument to prove a stability result for the isoperimetric inequality in \(\mathbb{H}^n\).

For a detailed review on the Heisenberg isoperimetric problem we refer to the book [3] and to the lecture notes [20].
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Fractional Calculus: Numerical Methods and Models

AbdelSheed Ismail Gad Ameen (*)

Abstract. In this article, we first give a short introduction of fractional calculus (FC) and its geometrical, physical interpretation. Then, we discuss the differential equations of fractional order (Caputo type) which have recently proved to be valuable tools for modeling of many biological phenomena. Most fractional ordinary differential equations (FODEs) do not have exact analytic solutions so that numerical techniques must be used. Hence, we present the fractional Euler method to solve systems of nonlinear FODEs and show how to use this method for solving the Susceptible-Infected-Recovered (SIR) model of fractional order.

1 Preliminaries

In this section, we will present some necessary definitions and notations related to classical calculus. Often, these results can be carried over to the fractional case. Also, we will briefly review some of the important concepts that will be used in this report.

1.1 Integration and differentiation

The fundamental theorem of classical calculus ([1], Theorem 6.18) given a relation between integer order integration and differentiation.

Theorem 1.1 (Fundamental Theorem of Classical Calculus) Let \( f: [a, b] \rightarrow \mathbb{R} \) be a continuous function and let \( F: [a, b] \rightarrow \mathbb{R} \) be defined by

\[
F(t) = \int_{a}^{t} f(s)ds.
\]

Then, \( F \) is differentiable and

\[
F'(t) = f(t).
\]

(*)Ph.D. course, Università di Padova, Dip. Matematica, via Trieste 63, I-35121 Padova, Italy; E-mail: abdelsh@math.unipd.it. Seminar held on May 25th, 2016.
It is one of the goals of fractional calculus to retain this relation in a generalized sense. Throughout this work, it is convenient to use the following notations from now on.

**Definition 1.1**

(a) By $D$, we denote the operator that maps a differentiable function onto its derivative, i.e.

$$Df(t) := f'(t) = \frac{d}{dt}f(t).$$

(b) By $I_a$, we denote the operator that maps a function $f$, assumed to be (Riemann) integrable on the compact interval $[a, b]$, onto its primitive centered at $a$, i.e.

$$I_a f(t) := \int_a^t f(s)ds,$$

for $a \leq t \leq b$. If $a = 0$ we will simply write $I$ instead of $I_0$.

(c) For $n \in \mathbb{N}$ we use the symbols $D^n$ and $I^n_a$ to denote the $n$-fold iterates of $D$ and $I_a$, respectively, i.e. we set $D^1 := D$, $I^1_a := I_a$, and $D^n := DD^{n-1}$ and $I^n_a := I_a I^{n-1}_a$ for $n \geq 2$.

A first result, which will be most important for the later generalization to non-integer integrals (i.e. fractional integrals), can be obtained from this definition. We now begin with the integral operator $I^n_a$. In the case $n \in \mathbb{N}$, it is well known (and easily proved by induction) (see e.g. [2]) that we can replace the recursive definition of Definition 1.1 (c) by the following explicit formula.

**Lemma 1.1** Let $f$ be Riemann integrable on $[a, b]$. Then, for $a \leq t \leq b$ and $n \in \mathbb{N}$, we have

$$I^n_a f(t) = \frac{1}{(n-1)!} \int_a^t (t-s)^{n-1} f(s)ds.$$

From this Lemma another consequence can be drawn. In terms of Definition 1.1 the fundamental theorem of classical calculus reads $DI_a f = f$, which implies by Definition 1.1 (c) that $D^n I^n_a f = f$. This leads to the following Lemma:

**Lemma 1.2** Let $m, n \in \mathbb{N}$ such that $m > n$, and let $f$ be a function having a continuous $n$th derivative on the interval $[a, b]$. Then,

$$D^n f(t) = D^m I^{m-n}_a f(t).$$
1.2 Laplace transform and some special functions

Laplace transform and the special functions as Gamma, Mittag-Leffler are most frequently used in the fractional calculus and especially in solving FODEs.

**Definition 1.2** We define the Laplace transform of a function \( f(t) \), denoted \( \mathcal{L}\{f(t)\} \), for \( 0 < t < \infty \)

\[
\mathcal{L}\{f(t); p\} = \int_0^\infty e^{-pt} f(t)\,dt.
\]

The Laplace convolution of two functions \( f(t) \) and \( g(t) \) is defined as follows:

**Definition 1.3** Let \( f, g \in L_1(\mathbb{R}) \). The Laplace convolution of \( f \) and \( g \) is denoted by \( f * g \) and defined as

\[
(f * g)(t) := \int_0^t f(t-u)g(u)\,du, \quad t > 0.
\]

The Gamma function, denoted by \( \Gamma(z) \), is a generalization of the factorial function \( n! \), i.e. \( \Gamma(n) = (n-1)! \) for \( n \in \mathbb{N} \). Thus, we have the following definition.

**Definition 1.4** For \( z \in \mathbb{C} \setminus \{0,-1,-2,-3,...\} \) Gamma function \( \Gamma(z) \) is defined as

\[
\Gamma(z) = \begin{cases} 
\int_0^\infty t^{z-1} e^{-t}\,dt, & \text{if } Re(z) > 0 \\
\Gamma(z+1)/z & \text{if } Re(z) \leq 0, \quad z \neq 0, -1, -2, -3, ...
\end{cases}
\]

While the Mittag-Leffler function is a generalization of the exponential function (Podlubny [15], p.16).

**Definition 1.5** For \( z \in \mathbb{C} \) the Mittag-Leffler function \( E_\alpha(z) \) is defined by

\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad \alpha > 0
\]

and the generalized Mittag-Leffler function \( E_{\alpha,\beta}(z) \) by

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha, \beta > 0.
\]

2 Fractional Calculus

The main objects of classical calculus are derivatives and integrals of functions. If we start with a function \( f(t) \) and put its derivatives on the left-hand side and on the right-hand side we continue with integrals, we obtain a both-side infinite sequence.

\[
\ldots, \frac{d^2 f(t)}{dt^2}, \frac{df(t)}{dt}, f(t), \int_a^t f(s)\,ds, \int_a^t \int_a^{s_1} f(s)\,ds\,ds_1, \ldots
\]
Fractional calculus tries to interpolate this sequence so this operation unifies the classical derivatives and integrals and generalizes them for arbitrary order. Most authors on this topic will cite a particular date as the birthday of so called "Fractional Calculus" [3, 4]. In a letter [5] from Leibniz to L'Hospital dated 3.8.1695, we can find the earliest remarks on the meaning of non-integer derivatives, especially the case $1/2$. In this letter Leibniz’s response: “An apparent paradox, from which one day useful consequences will be drawn”. In these words fractional calculus was born. Following L’Hopital’s and Liebniz’s first inquisition, fractional calculus was primarily a study reserved for the best minds in mathematics. Consequently, a lot of contributions to the theory of fractional calculus up to the middle of the 20-th century, of famous mathematicians are known: Laplace (1812), Fourier (1822), Abel (1823-1826), Liouville (1832-1837), Riemann (1847), Grünwald (1867-1872), Letnikov (1868-1872), Heaviside (1892-1912), Weyl (1917), Erdélyi (1939-1965) and many others (see [6]). However, this topic is a matter of particular interest just the last thirty years. For the first specialized conference on fractional calculus and its applications has been organized by B. Ross in June 1974 at the University of New Haven, USA. For the first monograph, the merit is ascribed to K.B. Oldham and J. Spanier [7], who, after a joint collaboration began in 1968, published a book devoted to fractional calculus in 1974. In 1987, the huge book by Samko, Kilbas and Marichev, referred to now as "encyclopedia" of fractional calculus, Miller and Ross ([8], 1993), and Podlubny ([15], 1999), etc.

2.1 Fractional integration and differentiation

We will focus on the Riemann-Liouville, the Caputo operators since they are the most used ones in applications. The results of this subsection are greater parts well known and can be found in various books (see e.g. [2, 7, 8]). Now, Let $L_1 = L_1[a,b]$ be the class of integrable functions on the interval $[a,b]$, $0 \leq a < b < \infty$ with the norm defined by:

$$
\|f(t)\| = \int_a^b |f(s)| ds, \quad t \in [a,b].
$$

**Definition 2.1** Let $\alpha \in \mathbb{R}_+$. The operator $I_\alpha^a$, defined on $L_1[a,b]$ by

$$(2.1) \quad I_\alpha^a f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s) ds,$$

for $a \leq t \leq b$, is called the Riemann-Liouville fractional integral operator of order $\alpha$. For $\alpha = 0$, we set $I_0^a := I$, the identity operator. When $\alpha = 0$, the fractional integral of order $\alpha > 0$ can be considered as the Laplace convolution between the causal function $\phi_\alpha(t)$ and $f(t)$, i.e. (see [9])

$$
I^\alpha f(t) = f(t) * \phi_\alpha(t), \quad \alpha > 0
$$

where

$$
\phi_\alpha(t) = \begin{cases} 
\frac{t^{\alpha-1}}{\Gamma(\alpha)}, & \text{for } t > 0, \\
0, & \text{for } t \leq 0.
\end{cases}
$$
If $\alpha \in \mathbb{N}$ the Riemann-Liouville fractional integral coincides with the classical integral $I_a^\alpha$ in equation (1.2) except that the domain has been extended from Riemann integrable to Lebesgue integrable functions. With the existence of fractional integral of Definition 2.1 guaranteed (see e.g. [8]), we can give the following properties (see [2, 8]):

**Lemma 2.1** For $\alpha, \beta > 0$ and $f(t) \in L_1[a,b]$, we have

$$I_a^\alpha I_a^\beta f(t) = I_a^{\alpha+\beta} f(t) = I_a^\beta I_a^\alpha f(t).$$

And,

$$(I_a^\alpha)^n f(t) = I_a^{\alpha n} f(t); \quad n = 1, 2, 3, \ldots,$$

which is a well known result in the integer case.

**Lemma 2.2** Let $I_a^\alpha$ be defined in $L_1$, then as $\alpha \to n$ we have

$$I_a^\alpha f(t) \to I_a^n f(t), \text{ uniformly in } L_1, \quad n = 1, 2, \ldots,$$

where $I_a f(t)$ defined by equation (1.1).

We now consider the following examples for fractional integration,

**Example 2.1** For $\alpha > 0$ and $t > 0$, we have

$$I_a^\alpha t^\lambda = \frac{\Gamma(1 + \lambda)}{\Gamma(\lambda + \alpha + 1)} t^{\lambda + \alpha}, \quad \lambda > -1.$$  

In particular, if $\lambda = 0$, then the fractional integral of a constant $k$ of order $\alpha$ is

$$I_a^\alpha k = \frac{k}{\Gamma(\alpha + 1)} t^\alpha.$$

**Example 2.2** Let $f(t) = (t - a)^\lambda$ for some $\lambda > -1$ and $\alpha > 0$. Then,

$$I_a^\alpha f(t) = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda + \alpha + 1)} (t - a)^{\alpha + \lambda}.$$  

**Example 2.3** Let $\alpha > 0$, $\lambda > -1$, and $t > 0$ then we have

$$I_a^\alpha (t^\lambda + 1) = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda + \alpha + 1)} t^{\lambda + \alpha} + \frac{t^\alpha}{\Gamma(\alpha + 1)}.$$  
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Until now we only considered the Riemann-Liouville integral operator. For a classical case we have the identity (1.3) (under certain conditions) and we can now motivate the definition of the fractional differential operator by generalizing this identity to non-integer order. There are different definitions for fractional derivatives, which do not coincide in general.

**Definition 2.2** Suppose that $\alpha > 0$, $t > a$, $\alpha, a, t \in \mathbb{R}$. Then (see [8, 12])

\[
d\!D_{a}^{\alpha} f(t) := \begin{cases} 
\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(s)}{(t-s)^{\alpha+n-1}} \, ds = \frac{d^{n}}{dt^{n}} I_{a}^{n-\alpha} f(t), & n - 1 < \alpha < n \in \mathbb{N}, \\
\frac{d^{n}}{dt^{n}} f(t), & \alpha = n \in \mathbb{N},
\end{cases}
\]

is called the Riemann-Liouville fractional derivative or the Riemann-Liouville fractional differential operator of order $\alpha$. We note that this operator is the left-inverse operator of the fractional integral (2.1) (see [6]), i.e., $D^{\alpha} I^{\alpha} f(t) = f(t)$.

In 1967 a paper [13] by the Italian mathematician M. Caputo was published, where a new definition of a fractional derivative was used. Now, we state the definition and some properties of Caputo fractional derivative.

**Definition 2.3** Suppose that $\alpha > 0$, $t > a$, $\alpha, a, t \in \mathbb{R}$. The fractional operator

\[
C_{a} D_{t}^{\alpha} f(t) := \begin{cases} 
\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(s)}{(t-s)^{\alpha+n-1}} \, ds = I_{a}^{n-\alpha} D^{n} f(t), & n - 1 < \alpha < n \in \mathbb{N}, \\
\frac{d^{n}}{dt^{n}} f(t), & \alpha = n \in \mathbb{N},
\end{cases}
\]

is called Caputo fractional derivative or Caputo fractional differential operator of order $\alpha$.

These definitions are more convenient in many applications in physics, engineering and applied science. But, in Caputo definition we find a link between what is possible and what is practical.

**Remark 2.1** Here the symbols $aD_{t}^{\alpha} f(t)$ and $C_{a} D_{t}^{\alpha} f(t)$ are used for the Riemann-Liouville and Caputo fractional derivatives respectively (see [15]), $a$ and $t$ are called terminals (lower and upper correspondingly), if $a = 0$ then the symbols $D^{\alpha} f(t)$ and $C D^{\alpha} f(t)$ are adopted.

**Theorem 2.1**

(i) Let $\alpha$, $\beta \in (0, 1)$ and $f(t)$ is absolutely continuous function on $[a, b]$. If $f'(t)$ is bounded and $\alpha + \beta \in (0, 1)$, then

\[
C_{a} D_{t}^{\alpha} C_{a} D_{t}^{\beta} f(t) = C_{a} D_{t}^{\alpha + \beta} f(t) = C_{a} D_{t}^{\beta} C_{a} D_{t}^{\alpha} f(t).
\]

(ii) Let $\alpha \in (0, 1)$. If $f(t)$ is absolutely continuous function on $[a, b]$, then

(a) $I_{a}^{\alpha} C_{a} D_{t}^{\alpha} f(t) = f(t) - f(a)$.

(b) $C_{a} D_{t}^{\alpha} I_{a}^{\alpha} f(t) = f(t)$.
Now the following theorem shows the relation between the two definitions.

**Theorem 2.2** Let $t > 0$, $\alpha \in \mathbb{R}$, $n - 1 < \alpha < n \in \mathbb{N}$. Then the following relation between the Riemann-Liouville (2.2) and the Caputo (2.3) derivatives holds

$$C D^\alpha_t f(t) = D^\alpha_t f(t) - \sum_{k=0}^{n-1} \frac{t^k}{\Gamma(k+1-\alpha)} f^{(k)}(0).$$

**Proof.** A proof of this theorem is given in [6] using Taylor series expansion. Also, these two definitions coincides if and only if $f(t)$ together with its first $n - 1$ derivatives vanish at $t = 0$.

Recalling the fractional derivative of the power functions, thus we have

**Corollary 2.1** The following relation between the Riemann-Liouville and Caputo fractional derivatives holds

$$C D^\alpha f(t) = D^\alpha \left( f(t) - \sum_{k=0}^{n-1} \frac{t^k}{k!} f^{(k)}(0) \right).$$

We now consider the following examples for fractional derivative (Caputo’s sense),

**Example 2.4** Let $\alpha \in (0, 1]$ and $\lambda > 0$, then we have

$$C D^\alpha_a (t - a) = \frac{\Gamma(\lambda + 1)}{\Gamma(1 + \lambda - \alpha)} (t - a)^{\lambda - \alpha},$$

also,

$$\lim_{\alpha \to 1} C D^\alpha_a (t - a) = \lambda(t - a)^{\lambda - 1}, \quad \text{and} \quad \lim_{\alpha \to 0} C D^\alpha_a (t - a) = (t - a)^\lambda.$$

**Example 2.5** Let $\alpha \in (0, 1]$ and $\lambda > -1$, then we have

$$C D^\alpha (1 + t^\lambda) = I^{1-\alpha}(\lambda) t^{\lambda-1} = \lambda I^{1-\alpha} t^{\lambda-1} = \lambda \frac{\Gamma(\lambda)}{\Gamma(\lambda - \alpha + 1)} t^{\lambda-\alpha} = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \alpha + 1)} t^{\lambda-\alpha}.$$

And,

$$D^\alpha (1 + t^\lambda) = D I^{1-\alpha}(1 + t^\lambda) = \frac{t^{1-\alpha}}{\Gamma(2 - \alpha)} + \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \alpha + 2)} t^{\lambda-\alpha+1} = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \alpha + 2)} t^{\lambda-\alpha} = \frac{t^{\lambda-\alpha}}{\Gamma(1 - \alpha)} + \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \alpha + 1)} t^{\lambda-\alpha}.$$
which verifies that $D^{\alpha}f(t) \neq C^{\alpha}f(t)$.

2.2 FODEs of Caputo-type

FODEs are generalizations of classical ordinary differential equations to an arbitrary (non-integer) order. The many important mathematical models are described by differential equations containing fractional-order derivatives. Such models are interesting for engineers, biologists and physicists but also for pure mathematicians. Their evolutions behave in a much more complex way than in the classical integer-order case and the study of the corresponding theory is a hugely demanding task.

The formal definition of a FODE involving Caputo fractional derivative is given as follow

**Definition 2.4** Let $\alpha > 0$, $\alpha \notin \mathbb{N}$, $n = [\alpha]$ and $f : A \subseteq \mathbb{R}^{2} \rightarrow \mathbb{R}$. Then

$$CD^{\alpha}y(t) = f(t, y(t))$$

is called fractional differential equation of Caputo type. As initial conditions for this type of FDE be

$$D^{k}y(0) = y^{(k)}(0) = b_{k}, \quad (k = 0, 1, ..., n - 1).$$

To illustrate the main advantage of considering the Caputo fractional derivative, Let the following initial value problems (IVPs)

$$D^{\alpha}y(t) - \lambda y(t) = 0, \quad t > 0, \quad n - 1 < \alpha < n \in \mathbb{N}, \quad \lambda > 0$$
$$D^{\alpha-k-1}y(t)|_{t=0} = b_{k}, \quad k = 0, 1, ..., n - 1$$

and

$$CD^{\alpha}y(t) - \lambda y(t) = 0, \quad t > 0, \quad n - 1 < \alpha < n \in \mathbb{N}, \quad \lambda > 0$$
$$y^{(k)}(0) = b_{k}, \quad k = 0, 1, ..., n - 1.$$  

- In (2.6) the Riemann-Liouville fractional differentiation operator is applicable. In this case, also in the initial conditions fractional derivatives are required. Such initial value problems can successfully be solved theoretically, but their solutions are practically useless, because there is no clear physical interpretation of this type of initial conditions (see [15], p.78).

- On the contrary, in (2.7) where the Caputo fractional differentiation operator is applicable, standard initial conditions in terms of derivatives of integer order are involved. These initial conditions have clear physical interpretation as an initial position $y(a)$ at the point $a$ (where $y$ is the unknown function), the initial velocity $y'(a)$, initial acceleration $y''(a)$ and so on. On the other hand, the Caputo fractional derivative is more Restrictive, as it can be seen from (2.2) and (2.3), since it requires the existence of the $n$–derivative
of the function.

We note that the definitions of fractional derivative involves an integration, which is a non-local operator (as it is define on an interval) and we can understand by using the following formula (2.8) the importance of non-locality for fractional operator. This lemma to show that (2.4)-(2.5) can formulated as Volterra integral equation:

**Lemma 2.3** ([14]) Let \( \alpha > 0, \alpha \in \mathbb{N} \) and \( n = \lfloor \alpha \rfloor \). The function \( y \in C[0,h] \) is a solution of the FODE of Caputo type (2.4), combined with the initial conditions (2.5) if and only if it is a solution of the nonlinear Volterra integral equation of the second kind

\[
y(t) = \sum_{k=0}^{n-1} \frac{t^k}{k!} b_k + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s,y(s))ds.
\]

**Remark 2.2** Let us consider formula (2.8) for some \( \alpha \in (0,1] \) (i.e. \( n = 1 \)) and for two different values of \( t \), say \( t_1 \) and \( t_2 \) with \( t_1 < t_2 \), then we can write

\[
y(t_2) - y(t_1) = \frac{1}{\Gamma(\alpha)} \int_0^{t_1} [(t_2-s)^{\alpha-1} - (t_1-s)^{\alpha-1}] f(s,y(s))ds + \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} (t_2-s)^{\alpha-1} f(s,y(s))ds.
\]

(I) In the classical case \( \alpha = 1 \), the term in brackets on the right-hand side of (2.9) is zero, hence the entire first integral vanishes and we have

\[
y(t_2) - y(t_1) = \int_{t_1}^{t_2} f(s,y(s))ds,
\]

this implies that, if we already know the solution \( y(t_1) \) of our given problem (2.4) with (2.5) at the point \( t_1 > 0 \), then we may compute the solution at the point \( t_2 > t_1 \) exclusively on the basis of \( y(t_1) \) and the function \( f \).

(II) In the fractional case \( 0 < \alpha < 1 \), this situation is fundamentally different. Here the first integral on the right-hand side of (2.9) does not vanish in general. Hence, whenever we want to compute the solution \( y(t_2) \) at some point \( t_2 \) it is necessary to take into account the entire history of \( y \) from the starting point \( 0 \) up to the point of interest \( t_2 \). This reflects the non-locality of the Caputo fractional differential operator.

It thus follows that integer-order equations are appropriate tools for the modelling of systems without memory whereas fractional-order equations are the method of choice for the description of systems with memory. Hence, one of the main advantage of FODEs over ODEs.

### 3 Fractional Euler method

In general, there are several ways to discretize FODE of Caputo-type; the most often used two techniques are based on the following ideas:
• Discretizing the Caputo derivative directly to get the numerical schemes (direct methods).

• Transforming the original fractional equation into the fractional integral equation, then applying the corresponding numerical methods to discretize the fractional integral to get the numerical schemes (integration methods).

In this section, we study the fractional Euler method (as an example of the integration methods) for the typical initial value problem (2.4)-(2.5). We now assume that a unique solution of (2.8) exists on some interval $[0, T]$ and we are interested in a numerical solution on the uniform grid \( \{ t_j = jh : j = 0, 1, \ldots, N \} \) with some integer \( N \) and step-size \( h = T/N \). Assuming that we have already calculated the approximations \( y_j \approx y(t_j) \), \( j = 1, 2, \ldots, k \), the basic idea is to obtain the solution \( y_{k+1} \) by replacing the integral on the right-hand side of equation (2.8) by the product rectangle rule

\[
\int_0^{t_{k+1}} (t_{k+1} - s)^{\alpha-1} f(s, y(s)) ds \approx \sum_{j=0}^{k} a_{j,k+1} f(t_j, y_j),
\]

where

\[
a_{j,k+1} = \int_{t_j}^{t_{j+1}} (t_{k+1} - s)^{\alpha-1} ds = \frac{(t_{k+1} - t_j)^{\alpha} - (t_{k+1} - t_{j+1})^{\alpha}}{\alpha}.
\]

In the equispaced case, we have the following expression for weights

\[
a_{j,k+1} = \frac{h^\alpha}{\alpha} ((k+1-j)^\alpha - (k-j)^\alpha).
\]

Thus, the explicit recursion

\[
y_{k+1} = \sum_{j=0}^{n-1} \frac{t_j^{\frac{j}{j!}} b_k}{\Gamma(\alpha)} \sum_{j=0}^{k} a_{j,k+1} f(t_j, y_j).
\]

In the limit case \( \alpha \to 1 \) the fractional Euler method reduces to the classical forward Euler method. As a consequence of Corollary 2.1 in [23], the error can be estimated as follows:

**Theorem 3.1** The approximation computed by the fractional Euler method satisfies the error bound

\[
|y(t_j) - y_j| = O(h)
\]

uniformly for all \( j \) if \( D^\alpha y \in C^1[0, T] \).

4 Fractional-order SIR model

There are many models for describing epidemics with different properties with respect to mortality, immunity, time horizon and so on (e.g. [10, 11]). Here, one of these models is examined. Precisely, we considered a standard SIR model with vaccination, treatment and variable total population. We show that this model possesses non-negative solutions as desired in any population dynamics. Also, the stability of equilibrium points is studied. Graphical results are presented and discussed.
4.1 Model description

To derive this model we suppose the total population $N(t)$ is partitioned into three compartments which are Susceptible $S(t)$, Infectious $I(t)$ and Recovered $R(t)$. Let $b$ denote the birth (recruitment) rate of the population, $\beta$ is the disease transmission rate between infected and susceptible. We assume $d$ to be the natural death rate, $\sigma$ is the disease-induced death rate. Also, we assume there exists $\mu_1$ and $\mu_2$ which respectively denotes the proportion of the susceptible that is vaccinated per unit time and the proportion of the infectives that is treated per unit time.

Figure 1. Flowchart showing the compartment model for SIR with $\mu_1$ and $\mu_2$.

The assumptions of the model leads to the following system of FODEs

\[
\begin{align*}
D^\alpha S(t) &= b - \beta S(t)I(t) - (d + \mu_1)S(t), \\
D^\alpha I(t) &= \beta S(t)I(t) - (\mu_2 + d + \sigma)I(t), \\
D^\alpha N(t) &= b - d N(t) - \sigma I(t),
\end{align*}
\]

subject to

\[
S(t_0) = S_0, \quad I(t_0) = I_0, \quad N(t_0) = N_0.
\]

The main reason that leads to this extension (typically with $\alpha$ chosen close to 1) is to reduce the error that may arise from neglected parameters or simplifications in the classical model [11] (i.e. system of first order derivatives). When a disease outbreak occur, the predicted number of individuals who are infected and recovered due to the vaccination by the classical model might be significantly different (less or more) than the realistic data. Hence the fractional model (4.1) possess memory.

We intend to solve the model (4.1) by formula (3.1), which offer accurate solution during a long time interval. This may be important in order to show the effect of vaccination $\mu_1$ and treatment $\mu_2$ of the fractional order model.

4.2 Non-negative solutions

Let $\mathbb{R}^3_+ = \{X \in \mathbb{R}^3 | X \geq 0\}$ and $X(t) = (S(t), I(t), N(t))^T$, we now prove the main theorem.

**Theorem 4.1** There is a unique solution $X(t) = (S(t), I(t), N(t))^T$ for model (4.1) at $t \geq 0$ (where, $t_0 = 0$) and the solution will remain in $\mathbb{R}^3_+$. 
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Proof. From Theorem 3.1 and Remark 3.2 of [16], we know that the solution on \((0, \infty)\) is existent and unique. Now, we will show that the feasible region \(\mathbb{R}_+^3\) is positively invariant (non-negative solutions). Rearranging the last equation for the system (4.1) and we assume that \(g(t) = b - \sigma I\) is a constant function of time. Then we get the fractional order differential equation representing the total population as follows:

\[
D^\alpha N(t) + d\ N(t) = g(t)
\]  

(4.3)

Solving equation (4.3) using Laplace transform method [15] and taking the initial condition to be zero (to simplify), we have the following solution

\[
N(t) = \int_0^t (t - \tau)^{\alpha-1} E_{\alpha,\alpha}(-d\ (t - \tau)^\alpha)g(\tau)d\tau \geq 0,
\]

where \(0 < \alpha < 1\), \(d > 0\) and \(E_{\alpha,\beta}(x)\) is the two-parameter Mittag-Leffler function (see Definition 2.3). Since Mittag-Leffler function is an entire function [15] thus \(E_{\alpha,\beta}(-d(t-\tau)^\alpha)\) is bounded for all \(t > 0\). Therefore, as \(n \to \infty\) and \(t \to \infty\), we have \(N \leq \frac{b}{d}\). For \(S(t)\), \(I(t)\) by the same way we have \(S(t) \geq 0\) and \(I(t) = 0\), hence proved that the solution \(X(t)\) is positive invariant.\(\square\)

5 Equilibrium points and their asymptotic stability

To determine the stability analysis, we first evaluate the equilibrium points or steady states of the system (4.1). The equilibrium points involved determine the disease-free (where \(I = 0\)) and endemic (where \(I \neq 0\)).

To evaluate the equilibrium points, let

\[
\left\{
\begin{array}{l}
D^\alpha S = 0, \\
D^\alpha I = 0, \\
D^\alpha N = 0,
\end{array}
\right.
\]

then, the system (4.1) has two equilibrium points

(a) At disease-free equilibrium:
The disease-free equilibrium (DFE) of the system (4.1)

\[
\varepsilon_1 = (S_{eq}, I_{eq}, N_{eq})_{I=0} = \left(\frac{b}{d + \mu_1}, 0, \frac{b}{d}\right).
\]

Using the next-generation operator approach [17, 18], we derive the expression of the basic reproduction number \(R_0\) (see e.g. [19]), allied to the DFE (i.e. \(\varepsilon_1\)). Following, [17, 18], the next generation matrix is given by \((FV^{-1})\). Then, we can compute the basic reproduction number as follow:

\[
R_0 = \rho(FV^{-1}) = \frac{b\beta}{(d + \mu_1)(\mu_2 + d + \sigma)},
\]

where \(\rho\) denotes the eigenvalue of largest magnitude or spectral radius.
(b) **At endemic equilibrium:**

In the case where there is infection, we have

\[
\varepsilon_2 = (S_{eq}, I_{eq}, N_{eq})_{t=0} = \left( \frac{\mu_2 + d + \sigma}{\beta}, \frac{\mu_1 + d}{\beta}, \frac{b\beta(\mu_2 + d) + \sigma(\mu_1 + d)(\mu_2 + d + \sigma)}{d\beta(\mu_2 + d + \sigma)} \right)
\]

We can note that the equilibrium points are the same for both integer and fractional system. But the stability region of the fractional-order system with order \(\alpha\), which is illustrated in Figure 2 (where \(\sigma, \omega\) refer to the real and imaginary parts of the eigenvalues, respectively, and \(j = \sqrt{-1}\)), is greater than the stability region of the integer order case (see e.g. [20]).

![Figure 2. Stability region of the fractional-order system.](image)

Therefore, we will now drive analytically the stability of different equilibria.

For \(\varepsilon_1, \varepsilon_3\) and the expression (5.1) of \(R_0\), we have the following theorems:

**Theorem 5.1** *The disease free equilibria \(\varepsilon_1\) of the system (4.1) is locally asymptotically stable if \(R_0 < 1\).*

**Proof.** Determining the Jacobian matrix of the system (4.1) at \(\varepsilon_1\) we have:

\[
J_{\varepsilon_1} = \begin{bmatrix}
-d - \mu_1 & \frac{-b\beta}{d + \mu_1} & 0 \\
0 & \frac{b\beta}{d + \mu_1} - \mu_2 - d - \sigma & 0 \\
0 & -\sigma & -d
\end{bmatrix}.
\]

The eigenvalues of \(J_{\varepsilon_1}\) are

\[
\lambda_1 = -(d + \mu_1) < 0, \quad \lambda_3 = -d < 0, \quad \lambda_2 = \frac{b\beta}{d + \mu_1} - (\mu_2 + d + \sigma).
\]

Now, we should give the following remark to continue with our proof.
Remark 5.1 Disease free equilibrium $\varepsilon_1$ of the system (4.1) is locally asymptotically stable if $|\arg(\lambda_i)| > \frac{\alpha \pi}{2}$, $\forall \ i = 1, 2, 3$ (see e.g. [21, 22]).

If $R_0 = \frac{b \beta}{(d + \mu_1)(\mu_2 + d + \sigma)} < 1$, then $\frac{b \beta}{d + \mu_1} < (\mu_2 + d + \sigma) \Rightarrow \lambda_2 < 0$ and therefore, $|\arg(\lambda_i)| > \frac{\alpha \pi}{2}$, $\forall \ i = 1, 2, 3$. Thus, disease free equilibrium $\varepsilon_1$ of the system (4.1) is locally asymptotically stable if $R_0 < 1$.

\[ \text{Theorem 5.2} \quad \text{The endemic equilibrium point } \varepsilon_2 \text{ is locally asymptotically stable if } R_0 > 1. \]

Proof. The Jacobian matrix evaluated at the endemic equilibrium gives

\[
J_{\varepsilon_2} = \begin{bmatrix}
-R_0(\mu_1 + d) & -(d + \mu_2 + \sigma) & 0 \\
(\mu_1 + d) & 0 & 0 \\
0 & -\sigma & -d
\end{bmatrix}
\]

and its eigenvalues are

\[
\lambda_1 = -d < 0, \quad \lambda_{2,3} = -R_0(\mu_1 + d) \pm \sqrt{R_0^2(\mu_1 + d)^2 - 4(R_0 - 1)(\mu_1 + d)(d + \mu_2 + \sigma)}.
\]

This shows that if $R_0 > 1$, then $\lambda_2 < 0$ and $\lambda_3 < 0$, hence it becomes asymptotically stable.

6 Numerical results

The following values, for parameters (see [11]), are considering

\[ (6.1) \quad b = 0.03, \quad d = 0.02, \quad \sigma = 0.1, \quad \beta = 0.75, \quad S_0 = 0.95, \quad I_0 = 0.05, \quad N_0 = 1. \]

From this values of parameters, we estimate that $R_0 = \frac{0.9225}{(\mu_1 = 0.02)(\mu_2 = 0.12)}$. The approximate solutions displayed in Figs. 3-5 for step size $h = 0.1$ with different value of fractional order $0 < \alpha \leq 1$ and it is clear that varying the values of $\mu_1$ and $\mu_2$ will alter the number of susceptible and infected persons. If $\mu_1 = \mu_2 = 0$ (i.e. in the absence of vaccination and treatment), then $R_0 = 9.375 > 1$ and from the results the disease will persist, while in the beginning of time interval the number of susceptible decrease (see Fig. 3(a)), the number of infected increases (see Fig. 3(b)) and in Fig. 3(c) we can note that $N(t)$ never goes to extinction, this is the main reason for chosen these values of parameters (6.1). If $\mu_1 = \mu_2 = 1$ (i.e. in the presence of vaccination and treatment), $R_0 = 0.0197 < 1$, the number of susceptible dramatically decreased due to the population have been already vaccinated (see Fig. 5(a)) and the infection will die out (see Fig. 5(b)). About the relevance of vaccination and treatment is obvious from Fig. 3. For the fractional order case, in Fig. 3(b) the climax of $I(t)$ is reduced. But the disease takes a longer time to be eradicated (see Fig. 5(b)). From the numerical results in Figs. 3-5, it is clear that the approximate solutions continuously depends on the time-fractional derivative $\alpha$. 
Figure 3. (a) $S(t)$, (b) $I(t)$, (c) $N(t)$ versus $t$ with different values of $\alpha$ and $R_0 > 1$.

Figure 4. $I(t)$ versus $S(t)$ with different values of $\alpha$ where (a) $R_0 > 1$ and (b) $R_0 < 1$.

Figure 5. (a) $S(t)$, (b) $I(t)$, (c) $N(t)$ versus $t$ with different values of $\alpha$ and $R_0 < 1$. 
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Abstract. Algebraic geometry studies the zero locus of polynomial equations connecting the related algebraic and geometrical structures. In several cases, nevertheless the theory is extremely precise and elegant, it is hard to read in a simple way the information behind such structures. A possible way of avoiding this problem is that of associating to polynomials some polyhedral structures that immediately give some of the information connected to the zero locus of the polynomial. In relation to this strategy I will introduce Newton-Okounkov bodies and Tropical Geometry.

1 Introduction

Algebraic geometry studies the solution sets of polynomial equations. As a motivation one could think to the study of manifolds.

The main objects in algebraic geometry are called algebraic varieties, shapes that locally can be described as the zero set of finitely many polynomials, i.e. where these polynomials vanish.

As an example, this is the graph of $x^2 - y^2 + x$ in $\mathbb{R}^3$. 
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At a first glance, it seems that only restricting to polynomials we do lose a lot, on the other hand we gain several benefits:

- We can study things that are not smooth, in comparison to the study of differentiable manifolds.

- Polynomials can be defined over any ring and field. Thus we can talk about algebraic geometry over $\mathbb{C}, \mathbb{R}, \mathbb{Q}, \mathbb{Z}$, finite fields as $\mathbb{Z}_p$ and $\mathbb{Q}_p$ (p-adic field).

- Any function can be approximated by polynomials, thus any reasonable question shall be first studied for polynomials.

- All polynomials with fixed many variables form a ring. Also, locally an algebraic variety is given by a ring. Thus we have a dictionary

\[
\text{Algebra} \leftrightarrow \text{Algebraic Geometry}
\]

that allow us to translate any question from one language to the other and use the powerful tools of both.

Still, even being the simple objects, polynomials are really complicated and there are several theories associating to a given polynomial some polyhedral structures to better understand some of the underlying properties.

## 2 The Newton polytope

In this section we will introduce the key object linking algebraic geometry and the world of polyhedral geometry. In particular it takes name by Newton that first introduced it in two letters to Leibniz from 1976.

Now on we will work over the complex numbers.

**Definition 1** Let $F(x_1,\ldots,x_n) \in \mathbb{C}[x_1,\ldots,x_n]$ a complex polynomial. Then

\[
F(x_1,\ldots,x_n) = \sum a_{i_1,\ldots,i_n} x_1^{i_1} \cdots x_n^{i_n}.
\]

To such a polynomial we associate a polytope $\Delta(F) \subseteq \mathbb{R}^n$ defined by

\[
\Delta(F) = \text{convex hull}\{(i_1,\ldots,i_n) \in \mathbb{N}^n | a_{i_1,\ldots,i_n} \neq 0 \text{ in } F\}.
\]

We call it the Newton Polytope of $F$.

**Example 2** Let us for example consider the polynomial $f(x,y) = axy + bx^2 + cx^5 + d$ with $a, bc, d \neq 0$. Then we obtain:
Remark 3 This very simple construction turns out to have great applications as finding the solutions of a given equation or the geometric genus of a curve. We will just give few examples.

Let us begin with Khovanskii’s theorem. Given a polynomial $F(x,y) \in \mathbb{C}[x,y]$, then it defines naturally an algebraic curve $C = \{(x,y) | F(x,y) = 0\} \subseteq \mathbb{C}^2$. Topologically, after desingularization and compactification, this curve can be seen as a compact surface in $\mathbb{R}^3$ with $g$-holes. The genus of the curve $C$ is the number $g$ and it is a natural invariant of the curve.

Theorem 4 (Khovanskii, 1977) Consider a generic complex curve $F(x,y) = 0$ in the plane, with fixed Newton polyhedron $\Delta$. Its genus is equal to the number of points with integer coordinates in the interior of the Newton polytope $\Delta$.

Thus, the curve $y^2 + Q_3(x) = 0$, where $Q_3(x)$ is a sufficiently generic polynomial of degree three, has genus 1, since its Newton polytope contains only one integral point (with coordinates $(1,1)$).

Before moving on, I will introduce one of the most important operations that can be done with polytopes (and actually with any subset of points in $\mathbb{R}^n$).

Definition 5 By the Minkowski sum of two subsets of a linear space we mean the set of all sums of pairs of vectors, one from the first subset and another from the second one.
Remark 6 The product of a subset by a number is defined similarly. The Minkowski sum of convex bodies (convex polyhedra, convex polyhedra with vertices at points with integer coordinates) is a convex body (convex polyhedron, convex polyhedron with vertices at points with integer coordinates).

One of the key properties of Newton polytopes connected with Minkowski sums is the following:

Theorem 7 (Ostrowski, 1975) Let \( f, g, h \in \mathbb{R}[x_1, \ldots, x_n] \) with \( f = g \cdot h \). Then \( \Delta(f) = \Delta(g) + \Delta(h) \), where the latter is the Minkovski sum.

We can now define the mixed volume of two polytopes. In particular for what we will need for the next theorem let us focus on the two dimensional case.

Definition 8 Let \( P \) and \( Q \) two polytopes in \( \mathbb{R}^2 \), then the mixed volume of \( P \) and \( Q \) is defined as

\[
V(P, Q) = \text{vol}(P + Q) - \text{vol}(P) - \text{vol}(Q).
\]

We can now state the following theorem.

Theorem 9 (Bernstein, 1975) Let us consider \( g, h \in \mathbb{C}[x, y] \) forming a system with finitely many solutions. Then the number of solutions in \( (\mathbb{C}^*)^2 \) is at most the mixed volume \( V(\Delta(g), \Delta(h)) \). If the two polynomials are general then we obtain an equality.

3 Few words about tropical geometry

In this section I want to introduce the notion of tropical variety. It will be very informal and it is mostly supposed to give an idea on how to use it.

Tropical algebraic geometry is algebraic geometry over the tropical semiring.

Definition 10 The tropical semiring is \( (\mathbb{C} \cup \infty, \oplus, \odot) \) where

\[
a \oplus b = \min\{a, b\} \quad a \odot b
\]
Let $x_1, \ldots, x_n$ be variables. A tropical monomial is any tropical product of these variables, where repetitions are allowed.

For example: $x_2 \odot x_1 \odot x_3 \odot x_1 \odot x_4 \odot x_2 \odot x_3 \odot x_2 = x_1^2 x_2^2 x_3^2 x_4$.

A tropical polynomial is a finite linear combination of tropical monomials.

**Example 11** $p(x) = -2 \odot x^3 \odot -1 \odot x^2 \odot 1 \odot x \odot 5 = \min\{3x - 2, 2x - 1, x + 1, 5\}$

obtaining the graph

**Definition 12** Given a tropical polynomial $p$, a tropical hypersurface $V(p)$ is

$$V(p) = \{x \in \mathbb{R}^n : \text{the minimum in } p(x) \text{ is attained at least twice}\} =$$

$$= \{x \in \mathbb{R}^n : p \text{ is not linear at } x\}.$$ 

**Example 13** $p(x, y) = a \odot x \odot b \odot y \odot c$ with $a, b, c \in \mathbb{C}$,

$V(p) = \{(x, y) \in \mathbb{R}^2 : \min\{x + a, y + b, c\} \text{is attained at least twice}\}$ is a tropical line in the plane $\mathbb{R}^2$.

Of course tropical varieties can be much more complicated. In general the structure depends on the valuation given to the base field, that in several useful examples happens to be the field of Puiseux series. These are some possible shapes.

What is my interest in this type of geometry? From a wider point of view, tropical geometry mainly focuses in the study of subvarieties of open Tori equipped with a valuation. The valuation induces a map to $\mathbb{R}^n$ that after a limiting operation describes the tropicalization of the initial subvariety. I am interested in how the tropicalization gives information on the local behavior of bundles on a variety.

In 2005 J. Tevelev proved that the tropicalization of a closed subvariety $Y$ of a $n$-dimensional torus induces a 'good' compactification of $Y$ in a toric variety. With C.
Novelli, in [12], we show how this compactification reconstructs the notion of tropical line bundle introduced by C. Torchiani on tropical cycles, starting from the original variety and giving a birational nature to the whole structure.

4 Link between the polytope and the tropical algebra

The Newton polytope is a very classical and simple object that has several surprising properties. In this section we want to give a more general and modern structure generalizing the Newton polytope and connecting it to more recent theories.

Let me first review the definition of McMullen’s polytope algebra.

Definition 14 The polytope algebra $\Pi$ is a $\mathbb{R}$-algebra, with a generator $[P]$ for every
polytope $P$ in $\mathbb{R}^n$, and $[\emptyset] = 0$. The generators satisfy the relations

(V) $[P \cup Q] + [P \cap Q] = [P] + [Q]$, whenever $P \cup Q$ is a polytope

(T) $[P + t] = [P]$, for all translations $t \in \mathbb{Q}^n$

(M) The multiplication in $\Pi$ is given by $[P] \cdot [Q] := [P + Q]$, where $P + Q = \{p + q : p \in P, q \in Q\}$ is the Minkowski sum. The multiplicative unit is the class of a point: $1 = [\{0\}]$. A basic relation in $\Pi$ states that $([P] - 1)^{n+1} = 0$. This implies that the logarithm of a polytope $P$ is well-defined:

$$\log([P]) = \sum_{r=1}^{n} \frac{(-1)^{r+1}}{r} ([P] - 1)^r.$$

It is known that $\Pi$ is a graded $\mathbb{Q}$-algebra, $\Pi = \bigoplus_{k=0}^{n} \Pi_k$. The $k$-th graded component $\Pi_k$ is the $\mathbb{Q}$-vector space spanned by all elements of the form $(\log([P]))^k$, where $P$ runs over all polytopes in $\mathbb{Q}^n$.

We now fix a polytope $P \subseteq \mathbb{Q}^n$, and we define $\Pi(P)$ to be subalgebra of $\Pi$ generated by all classes $[Q]$, where $Q$ is a Minkowski summand of $P$ (i.e., $P = \lambda Q + R$, for some positive rational $\lambda$ and some polytope $R$). Let denote $\Sigma$ the normal fan of $P$, and let $X = X(\Sigma)$ be the corresponding projective toric variety, i.e. a complex variety that has $(\mathbb{C}^*)^n$ as a dense open subset. Note that the algebra $\Pi(P)$ depends only on the fan $\Sigma$, and hence it is an invariant of the toric variety $X$.

The following is the key property that interests my research.

To every rational polytope we can naturally associate a tropical hypersurface. The tropical hypersurface $T(P)$ of a rational polytope $P \subseteq \mathbb{Q}^n$ is then defined to be the set of normal cones of $P$ of dimension at most $n-1$.

As for polytopes, also tropical hypersurfaces form an algebra denoted by $T$ with an operation similar to the mixed volume called stable intersection.

**Theorem 15** (Jense-Yu, 2015) There is an isomorphism of graded algebras

$$\varphi : \Pi \to T$$

given by

$$\varphi([P]) = 1 \oplus T(P) \oplus \frac{1}{2!} T^2(P) \oplus \cdots \oplus \frac{1}{n!} T^n(P)$$

for polytopes $P$ and linearly extending to $\Pi$.

Under this map, $\log([P]) \mapsto T(P)$, so tropicalization is the logarithm.

This is the basic situation involving the tropical and the polytope algebra. I will now give a more detailed idea of what I am doing.
5 Linear series and Newton-Okounkov bodies

In recent years there has been a successful try to generalize the notion of Newton polytope to a more general setting, i.e. involving linear series of divisors. This yields to the definition of Okounkov bodies. It originates from papers due to A. Okounkov from the middle of the 1990s (for instance [13]). More recently, Lazarsfeld and Mustaţă [9] and independently Kaveh and Khovanskii [8] initiated an intensive research on the topic recording strong relations of the construction to properties of linear series that were not observed at first.

The idea of the construction of Okounkov bodies is to associate simple geometric objects to linear series on normal varieties. This idea comes as a generalization of the toric case, where to each divisor $D$ is associated a polytope $P_D$. As for the toric, also in the general case Okounkov bodies are convex bodies which encode several properties of linear series, as for example, their volume. The idea of the construction is quite natural, even though it is in general very hard to determine them.

One possibility introduced for the case of surfaces in [10] to simplify the construction is that of finding minimal elements generating all the possible bodies. As for the surface case, the philosophy of Zariski decomposition plays an important role in the generalization of the construction. First, since the global sections of a divisor are asymptotically the same as those of its movable part, it is enough to consider the bodies associated to movable divisors. Second, for a Mori Dream Space $X$, movable divisors generate a cone $\text{Mov}(X)$, that can be subdivided in chambers representing the nef cone of different flipped models of $X$ ([7]). A possible approach to construct these minimal bodies is to find indecomposable polytopes associated to the extremal rays of the nef cone (since it is not round) of each model and ask whether these elements are enough to reconstruct all the possible bodies. This will yield a Minkowski decomposition of the polytope, and the set of indecomposable elements is called Minkowski base.

In [11], D. Schmitz and P. Łuszcz-Świdecka prove that for smooth projective surfaces whose pseudo-effective cone is rational polyhedral, the Okounkov body of a big divisor with respect to a general flag decomposes as the Minkowski sum of finitely many simplices and segments arising as Okounkov bodies of nef divisors.

**Example 16** Consider the blow up of $\mathbb{P}^2$ in two points with exceptional divisors $E_1, E_2$. From the construction in the proof of the above result we obtain the set of divisors

$$\{H, H - E_1, H - E_2, 2H - E_1 - E_2\}$$

as the set MB in this case. Here $H$ denotes the pullback of the class of a line in $\mathbb{P}^2$. Let us consider the big and nef divisor $D = 7H - 2E_1 - 2E_2$. We can write $D = 3H + 2(2H - E_1 - E_2)$ and obtain the following decomposition of Okounkov bodies

$$\triangle(D) = 3 \triangle(H) + 2 \triangle(2H - E_1 - E_2).$$
In the higher dimensional case, as mentioned above, it is obvious that nef divisors will not be enough to obtain a similar result, since having a flip for the variety will imply a change of the nef cone but not of the Okounkov body of the divisors. The aim is instead to look at Minkowski indecomposable polytopes arising from divisors in the movable cone, \( \text{Mov}(X) \).

Among the prominent objects studied in relation with Okounkov bodies there are toric varieties. For instance in [1], it is shown that varieties having an ample divisor with a rational polyhedral Okounkov body with respect to some flag, admit a flat degeneration to a toric variety.

In [14], with Piotr Pokora and David Schmitz, as a first step in the generalization for higher dimensional varieties of the result in [11], we study the case of Okounkov bodies on toric varieties constructed with respect to torus-invariant flags. One of the main tools that we are going to use is given in [9], where the authors identify the polytopes arising as toric polytopes and those coming as Okounkov bodies. The main result we prove is:

**Theorem** The set of all \( T \)-invariant divisors \( D \) on a smooth projective toric variety \( X \) such that there exists a small modification \( f : X \to X' \) and divisor \( D' \) spanning an extremal ray of \( \text{Nef}(X') \) such that \( D = f^*(D') \) forms a Minkowski base with respect to \( T \)-invariant flags.

Even more, we give a complete algorithm to find the Minkowski base for a projective toric variety of arbitrary dimension, whose elements will correspond to the extremal rays of the chambers decomposing the movable cone \( \text{Mov}(X) \). This also gives a complete description of the secondary fan (or GKZ decomposition) for the movable cone of the given toric variety. Moreover this correspondence implies that the Minkowski base is unique up to numerical equivalence and scaling.
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Computed Tomography: a real case example of inverse problem

ELENA MOROTTI (*)

Abstract. X-ray computed tomography (CT) is a well known medical imaging technique, that seeks to reveal internal structures hidden by the skin and bones. Mathematically, the CT process can be modelled as a linear system and the image reconstruction is a challenging inverse problem. In this talk I will show both physical and mathematical basic concepts, to explain the CT process, and the two possible approaches to solve the problem (leading to analytical or iterative numerical methods). Finally, I will shortly introduce the Digital Breast Tomosynthesis (DBT) technology, that is a 3D emerging technique for the diagnosis of breast tumors, together with numerical results for a simulated problem.

1 Historical overview

Computed tomography is a recent technique allowing us to see inside a human body, but such a visualization strictly inquires only one section at a time, of the object of interest. Tomography makes use of X-rays, discovered by Wilhelm Conrad Rontgen in 1895: as soon as scientists realized X-ray capability of crossing any body, medical imaging was born. Classical tomography, in particular, developed into a medical imaging technique in 1930s, thanks to the Italian radiologist Alessandro Vallebona’s studies about stratigraphy. Thanks to the arrival of computers, tomographic imaging had a turning point when it developed into computed tomography. This technique was designed by Mr. Allan Cormack (a physicist) and Mr. Godfrey Hounsfield (an engineer) and it is based on a circular scan of the object: many projections of the same slice, in fact, are acquired from many angled views, in a round angle trajectory. First CT device was installed in London in 1971 and the two inventors won the Nobel Prize for Medicine in 1979, for such a revolutionary innovation.

Figure 1 shows the evolution of CT devices. First generation ones (on the left hand side) had a primitive X-ray source, hence it emitted only one ray at a time. That’s why a translation motion of the source-detector couple was required to catch projections of the whole section. After that, according to the circular strategy, source and detector rotated...
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to the second scanning angle and a new scan was performed with translation steps. Repeating such a small step translation for every view made the resulting exam very slow. That's why second generation devices (central figure) opened the X-ray beam into a small fan: catching a larger number of projections, the translation step size could increase, hence each angled view took less time. Of course, in this machines the detector was wider, in order to receive all the rays.

Figure 1. Tomographic device sketches, in their evolution: from first generation on the left to third generation one on the right.

Due to technology developments, in 1990s a new CT device generation was designed: translations are no longer necessary because a 35-50 degree fan beam can be emitted by a powerful source, and a long detector can be installed on the device (see figure on the right). The resulting acquisition phase may take only few seconds for the medical exam. Such a rapidity, pushed researchers to develop the so-called helical CT for multi-slice investigations, that can be seen as a volumetric tomographic imaging technique. In addition, reconstruction softwares may run real time and achieve high-quality images for new generation devices, while earlier ones were equipped with slow softwares, providing low-resolution outputs in many minutes.

2 Physical basis concepts

2.1 Lambert Beer law and Radon transform

To understand physical aspects of the CT process, let’s start with a simple example. A mono-energetic X-ray exits from the source with $I_0$ intensity and it passes through a $ds$ thick object, made of a certain material. The detector reveals $I$ photons, hence $dI = I_0 - I$ photons have been absorbed by the small volume. The law describing such attenuation is the Lambert – Beer law and it states that

$$I = I_0 e^{-\mu ds} \quad (1)$$

where $\mu = \mu_\lambda \geq 0$ is the attenuation coefficient of the matter, according to the wave length $\lambda$ of the emitted X-ray.
In a real case, we can identify every point of the slice of interest with a bi-dimensional 
\((x, y)\) coordinate and the attenuation coefficient is a real function \(\mu(x, y)\) over the spatial 
domain of the section.
In particular, \(\mu\) is a map: for every spatial point \((x, y)\), we get its attenuation coefficient, 
therefore we can deduce what this volumetric element it is made of. For instance, \(\mu(x, y) = 0\) 
means \((x, y)\) is made of air, which does not absorb any photons, and it occurs whenever 
\((x, y)\) is outside the body.

Let us fix one ray through its path \(L\) and the emission angle \(\Phi\) (with respect to the Cartesian system \(xOy\)).
The total absorption for the \(I_0\)-intensity ray, after 
crossing the object along \(L\), is
\[
I = I_0 \exp\left(- \int_L \mu(x, y) d\ell\right)
\]

hence:
\[
(2) \quad -\log\left(\frac{I}{I_0}\right) = + \int_L \mu(x, y) d\ell \geq 0
\]

Let us consider a parallel beam and the Cartesian system \(tOs\) with versors \(\theta = (\cos \Phi, \sin \Phi)\) and 
\(\theta^\perp = (-\sin \Phi, \cos \Phi)\), as shown in Figure 2. In this new system, any X-ray \(L\) is a 
function of \(\Phi\) (or \(\theta\)) and \(t\). For this reason we can reformulate the line integral in (2) in 
these new coordinates, getting
\[
(3) \quad \int_L \mu(x, y) d\ell = \int_{-\infty}^{+\infty} \mu(t\theta + s\theta^\perp) ds = : P_\theta(t)
\]
that perfectly mirrors the projection \(P\) of the object along a \(\theta\)-sloping ray in \(t\). From now on, \(\theta\) stands for the scanning angle too, since it determine \(\Phi\) uniquely.

Given the current scanning angle \(\theta\), the Radon transform of \(\mu\) is defied as the map 
\(R_\theta : \mu(x, y) \mapsto P_\theta\), such that
\[
(4) \quad (R_\theta \mu)(t) = P_\theta(t) = \int_{-\infty}^{+\infty} \mu(t\theta + s\theta^\perp) ds \quad \forall \ t \in \mathbb{R}
\]
The circular process, defining CT, is based on continuous radial acquisition, i.e. a Radon 
transform of the slice of interest is measured by the detector from all the angles in \([0, 2\pi]\). Of course devices can only perform small angular steps, hence a finite number of scans are performed from prefixed angles \(\theta_k \in \{\theta_1, \ldots, \theta_{n\_angles}\}\), and because of the finiteness of detector components also projections are recorded in a finite number of points \(t_i \ \forall \ i = 1, \ldots, n\_pixel\).
The display of all the collected data is called sinogram when organized in the Cartesian system \((\theta, t)\).

2.2 Back-projection process

Once we collect all the projection data, the mathematical inverse problem is defined: how 
can we come back to the original slice, starting from the sinogram information?
The basic idea is to project backward every data onto the original ray-path causing such absorption.

Figure 3. Three projections are acquired for a simple slice and back-projected onto an empty image, simulating first steps of a BP algorithm.

Figure 3 shows how the Back Projection algorithm works, taking only three views of a simple section. For each Radon transform, the small object in this slide provides non-zero values in particular absisses, according to the scanning angle: considering what we can learn from each back-projected image on a unique slice, we obtain the tomographic reconstruction. From the shown example, it becomes clear how taking many views (from a circular trajectory) is important to achieve high-quality results.

Several problems arise in practical implementations. First of all we need to know exactly which \((x, y)\) points are involved for each data and tracing all the X-rays is an expensive task. Secondly, real data are corrupted by noise, whose propagation must be faced in the inverse problem resolution.

Earliest commercial softwares were based on an analytical approach: taking into account the Fourier Slice theorem (also known as Central Slice theorem), it is possible to skip the heavy step of ray-tracing, on behalf of 1-dimensional Fourier transform of every Radon transform. Moreover, in the frequency domain it is possible to apply suitable smoothing filters and reduce high-frequencies, that typically emphasize noise propagation. These features define the well-known Filtered Back Projection algorithm that has been widely used and developed for many commercial softwares, in the past decades. See [1] for more details.

3 Solving the inverse problem

3.1 Tomographic linear system

Recently, scientific community is slowly dismissing the analytical approach for tomographic imaging, because it does not provide any longer satisfying reconstructions for many to-
mographic applications. On the other hand, recent studies confirm an increasing interest for iterative methods that may be successfully adapted to any tomographic case. This approach can’t avoid the ray-tracing step, because it is exactly based on the discretization of equation (2) and on the inversion of the Radon transform (4), but it offers many different advantages.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{These images show all the elements we need to create the CT linear system for a simulation test with \( N_x = N_y = 4 \), \( N = 16 \), \( n = 7 \) and \( \theta_1 = -30^\circ \), \( \theta_2 = 0^\circ \), \( \theta_3 = +30^\circ \).}
\end{figure}

Let me fix the scanning angle \( \theta \). The \( i^{th} \) detector element reveals intensity \( I_i \) for the \( I_0 \)-emitted X-ray, hence we define

\[ m_i = -\log \left( \frac{I_i}{I_0} \right) \]

as the projection measurement.

The integral equation (2) (over a single ray \( L \)) should be discretized into a finite sum over the crossed voxels of the discretized object \( x = (x_1, x_2, \ldots, x_N) \), that we can reorder in a vector shape taking \( N = N_x \times N_y \) as desired image resolution. In a more general formulation, we compute

\[ m_i = \sum_{j=1}^{N} a_{i,j} x_j \]

taking suitable weights \( a_{i,j} \). Such coefficients, in fact, mirror links between each \( i^{th} \) data \( m_i \) and each \( j^{th} \) voxel \( x_j \). For examples, fixing the first scan in Figure 4 (the negative-angled scan on the left), we should have

\[ a_{1,j} = \begin{cases} 1, & j \in \{1, 2, 3, 4\} \\ 0, & \text{otherwise} \end{cases} \]

because the first ray does not hit any voxels \( x_j \), for \( j = 5, \ldots, 16 \). How to choose and efficiently compute the non-negative coefficients \( a_{i,j} \) has not been discussed in this seminar.
coefficients, for \( i = 1, \ldots, n \) (for every scanning angle \( \theta_k \forall k = 1, \ldots, n_{\text{angles}} \)).

As the source wheels around the object, from any scan we get further \( n \) data and further corrispective \( n \) rows, linking the data with the object, according to the geometry of any single acquisition. The resulting linear system is:

\[
\begin{bmatrix}
A^{\theta_1} & \cdots & A^{\theta_{n_{\text{angles}}}}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\vdots \\
\vdots \\
\vdots \\
x_N
\end{bmatrix}
= \begin{bmatrix}
m^{\theta_1} \\
m^{\theta_2} \\
m^{\theta_3} \\
m^{\theta_4} \\
\vdots \\
\vdots \\
\vdots \\
m^{n_{\text{angles}}}
\end{bmatrix}
\]

It has a large sparse matrix \( A \) with \( N \) columns and \( n \times n_{\text{angles}} \) rows (divided in \( n_{\text{angles}} \) blocks \( A^{\theta_k} \)), and the known vector contains all the collected data. In addition, \( A \) may be both over and under-determined: according to the specific medical investigation, both structures are feasible.

Let us call \( b \) the known vector, to fit the classical notation. Actually speaking, we have

\[
Ax = b = b_{\text{exact}} + \eta
\]

where \( b_{\text{exact}} \) is the analytical result of Radon integration, while \( \eta \) stands for the noise on the recorded data. Such noise is due both to phisical aspects like photon scattering, and to technical limits like detector sensibility. For this reason, in actual medical imaging both poisson and gaussian noise must be faced.

By the way, the previous linear system is solved through a minimization problem of form:

\[
\min_{x \in \mathbb{R}^N} \mathcal{F}(A, x, b)
\]

where \( \mathcal{F} \) is a data-fitting function invoking the three elements \( A, x \) and \( b \). A typical choice is the well-known Least Squares function defined as

\[
\mathcal{F}(A, x, b) = \|Ax - b\|^2_2
\]

Above all in the under-determinated case, a regularization term \( \mathcal{R}(x) \) is added to the fitting quantity, in order to make the solution unique. This leads to define the optimization problem such that the solution is the minimizer of an objective function given by

\[
(6) \quad \min_{x \in \mathbb{R}^N} \mathcal{F}(A, x, b) + \alpha \mathcal{R}(x)
\]
In general cases, adding regularization improves the output quality because it forces the solution to have some desirable features. In fact, $R(x)$ may include a-priori information that we have and such a possibility is a great advantage on the analitical approach. For instance, priors can be related to the image itself, like asking $x_j \geq 0 \quad \forall j = 1, ..., N$ that is coherence with the physical assumptions we made on our elements, or to some of its derivative, like asking $\nabla x$ to be sparse “enough”.

To sum up, we can conclude that analitical methods are fast and simple and they need few algorithmic parameters, but they also provide low-quality reconstructions and don’t let the user add significant changes to the algorithms. On the other hand, iterative algorithms compute sequences $\{x^k\}_{k=1,2,...}$ of solutions converging to the exact one $x^*$, so they are computationally expensive and they may take long time to converge to $x^*$. Moreover they can ask for large storage, too. However, iterative approach lets the user choose data-fitting function and incorporate priors, hence it provide high-quality images.

### 3.2 Digital Breast Tomosynthesis

Let us see some numerical results focusing on a specific tomographic system: the Digital Breast Tomosynthesis (DBT) that is an emerging 3d- technique, which is slowly replacing the mammographic exam for diagnostic aims. In fact, bi-dimensional imaging suffers for unaccuracy due to the tissue overlapping in the flat representation of a volumetric object: in many cases, mammographic diagnosis can’t detect small tumoral masses because of the interposition of glandular and adipose tissues.

To get a final volumetric object instead of a single slice, underlying phisical laws do not change of course: the only difference is that all the CT device components increase one dimension. The emitted beam becomes conical, for example, and the detector will be bidimensional, hence every projection becomes a bidimensional image made of $n_x \times n_y = n$ pixels. In addition, the breast is numerically partitioned into $N_x \times N_y \times N_z = N$ voxels and it will be treated like a stack of slices, but every computation is performed according to the 3d essence of the object of interest.

In particular, DBT is characterised by a limited angular range (up to 30/40 degrees) and by sparse views (i.e. a small $n_{\text{angles}}$ parameter, that is around 11 or 15), because it is a diagnostic exams hence the total amount of radiations per patient must be small. Figure 5 shows a DBT device draft. Because of the lack of many angled views information, DBT is an example of underdetermined CT system. Moreover, matrix $A$ is very sparse and huge ($A$ is $10^5 \times 10^6$ typically), hence the regularization item is necessary to direct the iterative algorithm to an effective solution and, in the meanwhile, it faces up the noise propagation.
The model we fix is

$$\min_{x \in \mathbb{R}^N} \|Ax - b\|^2_2 + \alpha TV(x)$$

where

$$TV(f) := \sum_{j_x=1}^{N_x} \sum_{j_y=1}^{N_y} \sqrt{(x_{j_x+1,j_y,j_z} - x_{j_x,j_y,j_z})^2 + \ldots}$$

$$\ldots + (x_{j_x,j_y+1,j_z} - x_{j_x,j_y,j_z})^2 + (x_{j_x,j_y,j_z+1} - x_{j_x,j_y,j_z})^2 + \beta^2$$

is a sort of differentiable 2-norm of the image gradient, thanks to the $\beta > 0$ parameter. The regularization parameter is heuristically set as $\alpha = 0.01$.

Fixed the numerical model, now it is important to choose a suitable iterative method to solve it. In this seminar we focus on numerical results obtained with two different methods: a Scaled Gradient Projection (SGP) algorithm is compared to a Fixed Point based one (FP). The former one is a first order method (see [2]): each iteration is not too expensive and it converges in little time thanks to accelerating strategies. Furthermore, it is possible to add a non-negative constraint to the basic model (7), without losing convergence. The latter one makes use of second order information and it needs on a further inner inverse system resolution for each iteration. Actually, a smart approximation of the Hessian of the objective function is computed as suggested in [3], hence the FP algorithm only requires little more storage than the SGP.

Figure 6 shows the central slice of a digital version of a mammographic phantom called CIRS.

In this section fibers, microcalcifications and masses are put in an adipose uniform background, restrained by a voxel-thin skin layer. Such phantom is made of $128 \times 128 \times 15$ voxels and simulations are performed from 13 $128 \times 128$ projections, acquired in an angular range of [-17, +17] degrees. Gaussian noise has been added to the exact projections, to make simulations more realistic.

The converging results in Figure 7 are the outputs we get imposing the convergence rule

$$\|x_k - x_{k-1}\| < 10^{-4}$$

as a stopping criterion. These slices are shown in reverse gray-scale to better appreciate their quality.
The SGP takes 103 seconds to provide its output and such speed is very appreciable. The FP, instead, takes 505 seconds but its reconstruction is much more accurate: for instance, all the masses are well detected and the phantom edges are more accurate. Both methods manage in detecting the smallest microcalcifications and face noise very well: these are important confirmations of their capabilities and of the prefixed model.

To deep this comparison, it is convenient also to see how the two algorithms behave in earlier reconstructions. In particular, Figure 8 shows what we are mainly interested in: two profiles are taken on the central CIRS layer to analyse the horizontal resolution for microcalcifications and for masses, while two vertical profiles are taken to establish if the algorithms are able to detect objects in their actual depth.

Figures 9 and 10 show these profiles on the outputs we get, running the reconstructing softwares for 5, 20 and 60 seconds and up to the convergence.

The SGP speed is noticeable on the earliest outputs (5 second ones are in the first row), where the FP lines are still too close to their initial zeros values. This feature makes this algorithm a valid candidate for commercial systems, which perform only few iterating steps for each patient. On the other hand, as time goes by, the FP reconstruction becomes more and more accurate and it recovers all the objects with their actual intensities, while the SGP provides smaller values and inexact edges.
Figure 9. Plots of the profiles over microcalcifications on the left, over masses on the right.

Focusing on the third dimension, Figure 10 reflects the most important divergence between the two methods: while a small but high-value object is always exactly placed in its real position, the three layer thick mass is spread in all the breast highness with softer values by the SGP algorithm.
Figure 10. Plots of the vertical profiles including a voxel-thin microcalcification on the left, or a masse on the right.

4 Conclusions

To conclude, in this seminario dottorato we have seen basic notions about the tomographic proceeding underlying the well-known medical exam, and a mathematical description of such process. After that, we have understood the intrinsic meaning of the resulting linear system and set a suitable model for the optimization problem we need to solve. At the end, the DBT technique has been introduced and two different methods have been compared on a DBT simulation, showing how difficult the tomographic imaging problem could be.
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